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Abstract. We consider a strongly coupled nonlinear parabolic system which
arises in population dynamics in n−dimensional domains (n ≥ 1). Global
existence of classical solutions under certain restrictions on the coefficients is
established.

1. Introduction.

In this paper, we study the following cross-diffusion system in population dy-
namics

(1.1)
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































ut = ∆[(d1 + αv + γu)u] + u(a1 − b1u− c1v) in Ω × [0,∞),

vt = ∆[(d2 + δv)v] + v(a2 − b2u− c2v) in Ω × [0,∞),

∂u
∂ν = ∂v

∂ν = 0 in ∂Ω × [0,∞),

u(x, 0) = u0(x) ≥ 0, v(x, 0) = v0(x) ≥ 0 in Ω,

where Ω is an open bounded domain in R
n (for n ∈ N) with smooth boundary ∂Ω,

∆ =

n
∑

i=1

∂2

∂xi
2

is the Laplacian, ∂/∂ν denotes the directional derivative along the

outward normal on ∂Ω and α, γ, δ, ai, bi, ci and di (i = 1, 2) are given positive
constants. The system (1.1) is a special case of models proposed by Shigesada,
Kawasaki and Teramoto [15] in 1979 when they studied the segregation phenomena
of competing species. In this system, u and v are nonnegative functions which
represent population densities of two competing species, d1 and d2 are respectively
their diffusion rates, a1 and a2 denote intrinsic growth rates, b1 and c2 account for
intra-specific competitions, b2 and c1 are inter-specific competition coefficients. The
homogeneous Neumann boundary condition means there is no migration crossing
the boundary ∂Ω. When α = δ = γ = 0, (1.1) reduces to the well-known Lotka-
Volterra competition-diffusion system. The parameters γ and δ are self-diffusion
rates, and α is a cross-diffusion rate. For more details on the background of this
model, see reference [15].

Local existence (in time) of solutions to (1.1) was established by Amann in a
series of important papers [1], [2], [3]. His result can be summarized as follows.
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Theorem 1.1. Assume p > n, u0, v0 ∈ W 1
p (Ω). The system (1.1) has a unique

non-negative smooth solution u, v ∈ C([0, T ),W 1,p(Ω)) ∩ C∞((0, T ), C∞(Ω)) with
maximal existence time T . Moreover, if the solution (u, v) satisfies the estimate

(1.2) sup
0≤t<T

||u(., t)||W 1
p (Ω) <∞ and sup

0≤t<T
||v(., t)||W 1

p (Ω) <∞,

then T = ∞.

Global existence (in time) of (1.1) has recently received great attention (see
[5], [6], [11] and [13]). When n = 2, Lou, Ni and Wu proved in 1998 that the
system (1.1) has a unique global classical solution (see [13]). In 2003 Choi, Lui and
Yamada considered the problem for δ = 0 and any n. However, they only obtained
the global existence of the solution to (1.1) when the coefficient α is sufficiently
small (see [5]). Then in 2004, Choi, Lui and Yamada continued their work and
they showed that the solution to (1.1) exists globally for either δ = 0 or δ > 0
and n < 6 (see [6]). In these papers, to get the boundedness of the solution of
(1.1), which is crucial in proving (1.2), the authors first obtained Lp-estimates of
the solution and then used the Sobolev embeddings and standard regularity results
of parabolic equations. Therefore, they have a restriction on the dimension n of Ω.

In a different approach, the system (1.1) can be written in the following form

(1.3)

{

ut = ∇ · [P (u, v)∇u+R(u)∇v] + u(a1 − b1u− c1v)
vt = ∇ · [Q(v)∇v] + v(a2 − b2u− c2v),

where
P (u, v) = d1 + αv + 2γu, Q(v) = d2 + 2δv, R(u) = αu.

Using test function techniques, Le and Nguyen [11] obtained some global existence
results with arbitrary n for (1.3). Their method is constructive; However, their
results (see Theorem 1.1 of [11]) need more various restrictions on the coefficients
than our results here (Theorem 1.2 below).

For the system (1.1), it is easy to see that maximum principles can be applied
to the second equation of (1.1) to get the boundedness of v (see Lemma 2.1 below).
However, to get the control of solution u, maximum principles are not available for
this system. This is the main difficulty in studying the global existence of (1.1) (see
Section 10 of [4]). In this paper, contrary to the result of Choi, Lui and Yamada [6]
which has a restriction on n when δ > 0, we show that, if the self-diffusion coefficient
δ > 0 is sufficiently large, it helps control the solution u of (1.1). Our idea is to
introduce a new function that relates the two equations of (1.1) and this function
allows us to use maximum principles to get the boundedness of the solution u of
(1.1) (see (2.9) and Theorem 2.1 below). Our approach only makes use of maximum
principles and does not need Lp-estimates of the solution, it is therefore elementary
and independent of n. Moreover, our method can be generalized to more general
abstract equations. We summarize our results in the following theorem.

Theorem 1.2. Suppose that u0 ≥ 0, v0 ≥ 0 satisfy zero Neumann boundary con-
ditions and belong to C2+λ(Ω) for some λ > 0. Assume either (i) α < 2δ or
(ii) α = 2δ and d1 ≤ d2. Then (1.1) possesses a unique non-negative solution
u, v ∈ C2+λ,(2+λ)/2(Ω × [0,∞)).

The paper is organized as follows. Boundedness of solution (u, v) of (1.1) ob-
tained by maximum principles will be presented in Section 2. In Section 3, we give
a proof of Theorem 1.2.
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2. Preliminary results.

Throughout this paper, (u, v) denotes the non-negative local smooth solution
to (1.1), whose existence is assured by Amann’s Theorem (Theorem 1.1), and T
denotes its maximal existence time and QT = Ω × [0, T ). Also standard notations
for function spaces are used. In particular, W 1

p (Ω) (p > 1) is a standard Sobolev

space and W 2,1
p (QT ) is a space consisting of measurable functions ϕ on QT such

that ϕ,ϕt, ϕxi
, ϕxixj

are in Lp(QT ) for i, j = 1, 2...n with norm

||ϕ||W 2,1
p (QT ) = ||ϕ||Lp(QT ) + ||ϕt||Lp(QT ) +

n
∑

i=1

||ϕxi
||Lp(QT ) +

n
∑

i,j=1

||ϕxixj
||Lp(QT ).

First, applying maximum principles (see [8] or [14]) to (1.1) we have the following
lemma (see also Lemma 2.1 of [13] or Lemma 2.1 of [6] for more details).

Lemma 2.1. There exists a positive constant m such that

0 ≤ u and 0 ≤ v ≤ m, in QT .

Now, we shall write the system (1.1) in a matrix form. For simplicity, we denote

φ1(u, v) = u(a1 − b1u− c1v)

φ2(u, v) = v(a2 − b2u− c2v),

and

(2.1) M(∇u,∇v) =

(

2γ∇u 2α∇u
0 2δ∇v

)

, D(u, v) =

(

P (u, v) R(u)
0 Q(v)

)

,

where

P (u, v) = d1 + αv + 2γu, Q(v) = d2 + 2δv, R(u) = αu.

Then the system (1.1) becomes

(2.2)

(

u
v

)

t

= D(u, v)

(

∆u
∆v

)

+M(∇u,∇v)

(

∇u
∇v

)

+

(

φ1(u, v)
φ2(u, v)

)

Let

(2.3) f(u, v) =
P −Q

R
=
d+ au− bv

u
, d =

d1 − d2

α
, a =

2γ

α
, b =

2δ − α

α
.

Then, we see that the vector < f, 1 > is a left eigenvector of D with eigenvalue
P (u, v) i.e.

(2.4) < f, 1 > ·D(u, v) = P (u, v). < f, 1 >, ∀ (u, v).

We also denote Γ = {(u, v) ∈ R
2 : 0 ≤ v ≤ m, 0 ≤ u} and ΓK = {(u, v) ∈ R

2 : 0 ≤
v ≤ m,K < u} for any positive number K. Because a > 0 and ab2 > 0 if b 6= 0, we
can choose K0 > 0 sufficiently large so that

(2.5) d+ au− bv > 0 and b[d(b− 1) + abu− b(b− 1)v] > 1 if b 6= 0

for 0 ≤ v ≤ m and u ≥ K0/2. Now, let G(u, v) = ψ(u)g(u, v) for (u, v) ∈ Γ where,

(2.6) g(u, v) =



















(b − 1)log
ub

b[d(b− 1) + abu− b(b− 1)v]
if b 6= 0 and b 6= 1,

v − d

u
+ a log u if b = 1,

v + d log u+ au if b = 0,
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and ψ is a smooth function on R, 0 ≤ ψ ≤ 1, ψ(u) = 1 for u ≥ K0 and ψ(u) = 0
when u ≤ K0/2.

Remark 2.1. When b 6= 0, 1, the same function as g(u, v) is also used in [11].

Now, we introduce the following lemma.

Lemma 2.2. G is smooth on Γ. Moreover, on ΓK0
, < Gu, Gv > is a left eigenvector

of D(u, v) with eigenvalue P (u, v),

(2.7) Gu(u, v) = f(u, v)Gv(u, v) > 0 and lim
u→∞

G(u, v) = ∞.

Proof. By definition of G, on ΓK0
we have

Gv(u, v) =



















b2(b − 1)2

b[d(b− 1) + abu− b(b− 1)v]
if b 6= 0 and b 6= 1,

1

u
if b = 1,

1 if b = 0,

(2.8)

and Gu(u, v) = f(u, v)Gv(u, v). Therefore, the lemma follows directly from (2.4),
(2.5) and the construction of G. �

Now we introduce

(2.9) w(x, t) = G(u(x, t), v(x, t)).

We have

(2.10) ∆w = Gu∆u+Gv∆v +Guu|∇u|
2 +Gvv|∇v|

2 + 2Guv∇u∇v.

By (2.2), (2.4), Lemma 2.2 and (2.10) we see that for any (x, t) ∈ QT such that
u(x, t) > K0,

wt(x, t) = Guut +Gvvt =< Gu, Gv > ·

(

u
v

)

t

= (Gu∆u+Gv∆v)P + 2γGu|∇u|
2 + 2αGu∇u∇v

+ 2δGv|∇v|
2 +Guφ1 +Gvφ2

= P∆w + (2γGu − PGuu)|∇u|2 + 2(αGu − PGuv)∇u∇v

+ (2δGv − PGvv)|∇v|2 +Guφ1 +Gvφ2.

For any (x, t) ∈ QT , we write

h(x, t) =
[

(2γGu − PGuu)|∇u|2 + 2(αGu − PGuv)∇u∇v
]

(x, t)(2.11)

+
[

(2δGv − PGvv)|∇v|2
]

(x, t),

(2.12) φ(x, t) = [Gu(u, v)φ1(u, v) +Gv(u, v)φ2(u, v)] (x, t).

Then we have

(2.13) wt(x, t) = P∆w + h(x, t) + φ(x, t), for all (x, t) satisfying u(x, t) > K0.

Let

A := 2γGu − PGuu, B := αGu − PGuv, C := 2δGv − PGvv.

So, from (2.11) we have

(2.14) h(x, t) =
(

A|∇u|2 + 2B∇u∇v + C|∇v|2
)

(x, t), for ∀ (x, t) ∈ QT .
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Moreover, on ΓK0
, we have

A = 2γfGv − (fuGv + fGuv)P

= (2γf − Pfu)Gv − Pf(fvGv + fGvv)

= (2γf − Pfu − Pffv)Gv − Pf2Gvv,

B = αfGv − (fvGv + fGvv)P

= (αf − Pfv)Gv − PfGvv.

We now define

(2.15) E(u, v) = (2γf − Pfu − Pffv) − 2(αf − Pfv)f + 2δf2.

Hence, for (x, t) ∈ QT such that u(x, t) > K0 and f(u(x, t), v(x, t))∇u(x, t) +
∇v(x, t) = 0, we get

(2.16) h(x, t) =
[

E(u, v)Gv|∇u|
2
]

(x, t).

We have the following lemma.

Lemma 2.3. Assume either α < 2δ or α = 2δ and d1 ≤ d2. Then there is K1 > 0
such that for all 0 ≤ v ≤ m and u ≥ K1, we have E(u, v) ≤ 0.

Proof. We have

E(u, v) = (2γf − Pfu − Pffv) − 2(αf − Pfv)f + 2δf2

= 2γf + 2(δ − α)f2 + Pffv − Pfu

= f {2γ + 2(δ − α)f + Pfv} − Pfu

= f

{

2γ + 2(δ − α)
d + au− bv

u
−
b(d1 + αv + 2γu)

u

}

− Pfu

=
f

u
{[2γ + 2(δ − α)a − 2γb]u− b[2(δ − α) + α]v − bd1 + 2(δ − α)d} − Pfu

=
f

u

{

−b(2δ − α)v −
2δ − α

α
d1 + 2(δ − α)

d1 − d2

α

}

− Pfu

=
f

u

{

−b(2δ − α)v − d1 −
2(δ − α)d2

α

}

− Pfu

=
d− bv + au

u2

{

−b(2δ − α)v − d1 −
2(δ − α)d2

α

}

+
(d− bv)(d1 + αv + 2γu)

u2

=
c11u+ (d− bv)c12

u2
,
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where

c11 = a

{

−b(2δ − α)v − d1 −
2(δ − α)d2

α

}

+ 2γ(d− bv)

= −b{a(2δ − α) + 2γ}v −
2γ

α
[d1 +

2(δ − α)d2

α
] +

2γ(d1 − d2)

α

= −
4bγδ

α
v −

2γ

α2
(2δ − α)d2 = −

2bγ

α
(d2 + 2δv),

c12 =

{

−b(2δ − α)v − d1 −
2(δ − α)d2

α

}

+ d1 + αv

= −
2(δ − α)d2

α
+

{

α−
(2δ − α)2

α

}

v

=
2(α− δ)d2

α
+

4δ(α− δ)

α
v =

2(α− δ)

α
(d2 + 2δv).

So we have

(2.17) E(u, v) =
d2 + 2δv

αu2
[−2γbu+ 2(α− δ)(d− bv)].

Therefore, from the assumptions of Lemma 2.3, we can choose sufficiently large
K1 > 0 such that E(u, v) ≤ 0 for all 0 ≤ v ≤ m and u ≥ K1. This completes the
proof of Lemma 2.3. �

Now let K2 > max{K0,K1} be sufficiently large so that

(2.18) φ1(u, v) < 0 and φ2(u, v) < 0, ∀ 0 ≤ v ≤ m, u ≥ K2,

where K0 is a positive number appearing in (2.5) and K1 is a positive number given
in Lemma 2.3. Also we define

(2.19) M0 = max{sup
Ω

G(u0(x), v0(x)), sup
(u,v)∈Γ\ΓK2

G(u, v)} + 1.

Then,

(2.20) w(x, t) ≥M0 ⇒ (u(x, t, v(x, t)) ∈ ΓK2
.

Now, we are ready to apply the maximum principle to the equation (2.13) and
get the boundedness of w which in turn implies the boundedness of u. We have the
following theorem.

Theorem 2.1. Assume either α < 2δ or α = 2δ and d1 ≤ d2, then w ≤ M0 on
QT .

Proof. We introduce

(2.21) w(t) := sup
Ω
w(x, t), ∀ t ∈ [0, T ).

By (2.9) and (2.19), we see that w(0) < M0. Assume by contradiction that there
exists 0 < t1 < T such that M1 = w(t1) > M0. Let t0 = inf{t : w(t) ≥ M1}. We
then see that 0 < t0 ≤ t1, w(t0) = M1 and w(t) < M1 for all 0 ≤ t < t0. Let x0 be
a point in Ω such that w(x0, t0) = M1; then

(2.22)
∂w(x0, t0)

∂t
≥ 0.
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Now, if x0 ∈ Ω, then ∇w(x0, t0) = 0. Moreover, if x0 ∈ ∂Ω, then

∂w(x0, t0)

∂ν
= Gu

∂u(x0, t0)

∂ν
+Gv

∂v(x0, t0)

∂ν
= 0,

and the tangential derivative ∇∂Ωw(x0, t0) = 0. So ∇w(x0, t0) = 0 for both cases.
By (2.20), we have (u(x0, t0), v(x0, t0)) ∈ ΓK2

. Therefore, by Lemma 2.2 we have

(2.23) f(u(x0, t0), v(x0, t0))∇u(x0, t0) + ∇v(x0, t0) =
1

Gv
∇w(x0, t0) = 0.

So by Lemma 2.2, Lemma 2.3, (2.16), (2.18) and (2.23), we see that

h(x0, t0) =
(

E(u, v)Gv|∇u|
2
)

(x0, t0) ≤ 0,(2.24)

φ(x0, t0) < 0,(2.25)

where h, φ and E are defined by (2.11), (2.12) and (2.15), respectively. Now if
x0 ∈ Ω, we have ∆w(x0, t0) ≤ 0. From (2.13) we have

wt(x0, t0) < 0.

This contradicts to (2.22). On the other hand, if x0 ∈ ∂Ω, we see from (2.13),
(2.24) and (2.25) that in a neighborhood of (x0, t0)

wt − P∆w ≤ 0.

Then, by the Hopf’s boundary point Lemma (see [14]) we also get a contradiction.
This completes the proof of Theorem 2.1. �

3. Proof of Theorem 1.2.

By (2.9), Lemma 2.2 and Theorem 2.1 we see that u is uniformly bounded.
Therefore, the proof of Theorem 1.2 is now exactly the same as that of Theorem
1.1 of [6]. We give it here for completeness. First, we write

(3.1) vt = ∇ · [(d2 + 2δv)∇v] + v(a2 − b2u− c2v).

Since d2 + 2δv and v(a2 − b2u − c2v) are bounded in QT , applying Theorem 1.3
in [7, p.43] to (3.1) (see also Theorem 10.1 in [9, p.204]), we see that there is a
constant β > 0 such that

(3.2) v ∈ Cβ,β/2(QT ).

Let w1 = (d2 + δv)v, then we have

∂w1

∂t
= (d2 + 2δv)∆w1 + f1,

where f1 = (d2 + 2δv)φ2(u, v). Since d2 + 2δv is in Cβ,β/2(QT ) and f1 is bounded
in QT , by Theorem 9.1 [9, p.341-342] and its remark [9, p.351], we have

||w1||W 2,1
q (QT ) <∞, ∀ q > 1.

Choosing a sufficiently large q and using Lemma 3.3 in [9, p.80], we get

(3.3) w1 ∈ C1+β∗,(1+β∗)/2(QT ) for any 0 < β∗ < 1.

Since v = {−d2 +
√

d2
2 + 4δw1)}/2δ, it follows from (3.3) that

(3.4) v ∈ C1+β∗,(1+β∗)/2(QT ) for any 0 < β∗ < 1.

Now, u is a solution of

ut = ∇ · [(d1 + αv + 2δu)∇u+ αu∇v] + f2,
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where u, v,∇v and f2 = φ1(u, v) are all bounded. By Theorem 1.3 p.43 of [7], we
have

(3.5) u ∈ Cσ,σ/2(QT ) with some 0 < σ < 1.

Now equation of v can be written as

(3.6) vt = (d2 + 2δv)∆v + f3,

where f3 = 2δ|∇v|2 +φ2(u, v) ∈ Cσ,σ/2(QT ) by (3.4) and (3.5). Then the Schauder
estimate (see Theorem 5.3 in [9, p.320-321]) applied to the equation (3.6) yields

(3.7) v ∈ C2+σ∗,(2+σ∗)/2(QT ) with σ∗ = min{λ, σ}.

Now let w2 = (d1 + αv + γu)u. Then w2 satisfies

(3.8)
∂w2

∂t
= (d1 + αv + 2δu)∆w2 + f4,

where f4 = (d1 + αv + 2δu)φ1(u, v) + αuvt ∈ Cσ∗,σ∗/2(QT ) by (3.5) and (3.7).
From this, d1 + αv + 2δu ∈ Cσ,σ/2(QT ) (by (3.5)) and by applying the Schauder
estimate to the equation (3.8), we have

(3.9) w2 ∈ C2+σ∗,(2+σ∗)/2(QT ).

Then

(3.10) u = {−(d1 + αv) +
√

(d1 + αv)2 + 4γw2}/2γ ∈ C2+σ∗,(2+σ∗)/2(QT ).

Now repeat the procedure by making use of (3.7) and (3.10) in place of (3.4) and
(3.5) we have

(3.11) u, v ∈ C2+λ,(2+λ)/2(QT ).

Finally, the estimates (3.7) and (3.10) imply that the hypotheses of Theorem 1.1
are satisfied. Therefore, the solution (u, v) exists globally in time. The proof of
Theorem 1.2 is now complete.

Remark 3.1. Theorem 1.2 still holds with general φ1, φ2 if we assume that φ1, φ2

are continuous, negative when u or v is sufficiently large and φ1(0, .) = φ2(., 0) = 0.
Our results also hold for Dirichlet boundary condition.
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