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#### Abstract

Twisted Edwards curves are genus 1 curves given by equations of the form $b x^{2}+y^{2}=1+a x^{2} y^{2}$. Due to their simplified formulas for point arithmetic, they most often offer better performance in concrete applications, such as cryptography. Here we study the canonical liftings of such curves and their associated elliptic Teichmüller lift. The coordinate functions of the latter are proved to be polynomials, and their degrees and derivatives are given. Moreover, an algorithm is described for explicit computations, and some properties of the general formulas for are given.


## 1. Introduction

In [5], H. M. Edwards introduced a new normal form for elliptic curves over fields of characteristic different from 2 that results in simple and explicit expressions for the group law. In [2], Bernstein and Lange analyzed the efficiency of using Edwards curves on cryptographic applications, concluding that this form most often yield better results than the more usual Weierstrass equation.

Although over an algebraically closed field every elliptic curve can be expressed an Edwards curve, this often not the case over finite fields. Therefore, [2] and [1] introduce generalizations which can represent a larger number of elliptic curves over finite fields. Here we will focus on the case of twisted Edwards curves, introduced in the latter reference.

Our interest here is to study canonical liftings of Edwards curves, with particular interest in computational aspects, similar to what was done for the Weierstrass equation in [6], [7,
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and [10]. We study the coordinate functions of the associated elliptic Teichmüller lift (of points), showing that these are given by odd polynomials in one variable in Section 4 . We then obtain the exact degrees and formulas for the derivatives of these polynomials in Section 5. This allow us to give an algorithm for computing these canonical liftings and their elliptic Teichmüller lift in Section 8 .

We then study formulas for the canonical lifting and elliptic Teichmüller lift, starting in Section 10, showing that there are formulas that work in every possible case in Section 11 , and finally that these can be chosen to be modular functions in Section 12 .

## 2. Canonical Liftings

Let $\mathbb{k}$ be a perfect field of characteristic $p>0$. Associated to an ordinary elliptic curve $E$ over $\mathbb{k}$, there exists a unique (up to isomorphisms) elliptic curve $\boldsymbol{E}$ over $\boldsymbol{W}(\mathbb{k})$, the ring of Witt vectors over $\mathbb{k}$, called the canonical lifting of $E$, and a map $\tau: E(\overline{\mathbb{k}}) \rightarrow \boldsymbol{E}(\boldsymbol{W}(\overline{\mathbb{k}}))$, i.e., a lift of points, called the elliptic Teichmüller lift, characterized by the following properties:
(1) the reduction modulo $p$ of $\boldsymbol{E}$ is $E$;
(2) $\tau$ is an injective group homomorphism and a section of the reduction modulo $p$, which we denote by $\pi$;
(3) if $\sigma$ denote the Frobenius of both $\mathbb{k}$ and $\boldsymbol{W}(\mathbb{k})$ and if $\phi: E \rightarrow E^{\sigma}$ denotes the $p$-th power Frobenius, then there exists a $\operatorname{map} \boldsymbol{\phi}: \boldsymbol{E} \rightarrow \boldsymbol{E}^{\sigma}$, such that the diagram

commutes. (In other words, there exists a lifting of the Frobenius.)

This concept of canonical lifting of elliptic curves was first introduced by Deuring in 4] and then generalized to Abelian varieties by Serre and Tate in [14]. Apart from being of independent interest, this theory has been used in many interesting applications, such as
counting rational points in ordinary elliptic curves, as in Satoh's [16], coding theory, as in Voloch and Walker's [18, and counting torsion points of curves of genus $g \geq 2$, as in Poonen's [15] or Voloch's [17.

One can compute canonical liftings of elliptic curves using the modular polynomial, as shown in [14]. On the other hand, Voloch and Walker in [18] developed an algorithm to compute the second coordinate of the Weierstrass coefficients of the canonical lifting, together with the second coordinate of the elliptic Teichmüller lift, which can be used to obtain the lifting of the Frobenius. The second author, in [10] (or previously, although less explicitly, in [8]) extended this algorithm to arbitrary length.

Here we take a similar approach to compute the canonical lifting using the Edwards curve form. Before doing so, some properties about the canonical lifting and its associated elliptic Teichmüller lift need to be deduced.

## 3. Twisted Edwards Curves

In this section we review twisted Edwards curves. The main reference here is [1].

Let $\mathbb{k}$ be a perfect field of characteristic $p>2$. Edwards, in [5, originally used equations of the form

$$
x^{2}+y^{2}=c^{2}\left(1+x^{2} y^{2}\right) .
$$

In [2], Bernstein and Lange generalized these to curves of form

$$
\begin{equation*}
x^{2}+y^{2}=1+a x^{2} y^{2}, \tag{3.1}
\end{equation*}
$$

while [1] further generalized them to

$$
b x^{2}+y^{2}=1+a x^{2} y^{2}
$$

This increases the number of possible curves over finite fields. On the other hand, we will often need the square root of this coefficient $b$, and hence instead of introducing a new symbol for this square root, we will simply replace $b$ by $b^{2}$ in the above equation, while
keeping in mind that $b$ itself might be in an extension of the base field. Thus, our twisted Edward curve equation will be given by

$$
\begin{equation*}
E_{a, b} / \mathbb{k}: b^{2} x^{2}+y^{2}=1+a x^{2} y^{2}, \quad \text { with } \Delta \stackrel{\text { def }}{=} a b^{2}\left(a-b^{2}\right) \neq 0 . \tag{3.2}
\end{equation*}
$$

(Clearly, a change of variables $x^{\prime} \mapsto x / b$ would yield an equation of the form of Eq. (3.1).) Note then that Edward curves have at least two rational affine points: $(0, \pm 1)$.

The corresponding $j$-invariant is given by

$$
j\left(E_{a, b}\right)=\frac{16\left(a^{2}+14 a b^{2}+b^{4}\right)^{3}}{a b^{2}\left(a-b^{2}\right)^{4}} .
$$

The projective model of $E_{a, b}$ above is given by

$$
\begin{aligned}
b^{2} X_{1}^{2}+X_{2}^{2} & =X_{0}^{2}+a X_{3}^{2}, \\
X_{0} X_{3} & =X_{1} X_{2},
\end{aligned}
$$

where $(x, y) \mapsto[1, x, y, x y]$. This yields two points at infinity over a field where $a$ has a square root $a^{1 / 2}$, and another two if $b$ itself is in the base field (instead of simply $b^{2}$ ):

$$
\mathcal{O}^{ \pm} \stackrel{\text { def }}{=}\left[0,0, \pm a^{1 / 2}, 1\right], \quad Q^{ \pm} \stackrel{\text { def }}{=}\left[0, \pm \frac{a^{1 / 2}}{b}, 0,1\right] .
$$

If neither $a$ nor $b^{2}$ have square roots in the base field, then $Q^{ \pm}$are rational.

The group law in the projective model is given by $\left[T_{1}, X_{1}, Y_{1}, Z_{1}\right]+\left[T_{2}, X_{2}, Y_{2}, Z_{2}\right]=$ [ $T_{3}, X_{3}, Y_{3}, Z_{3}$ ], where

$$
\begin{array}{ll}
T_{3}=\left(T_{1} T_{2}+a Z_{1} Z_{2}\right)\left(T_{1} T_{2}-a Z_{1} Z_{2}\right), & X_{3}=\left(X_{1} Y_{2}+X_{2} Y_{1}\right)\left(T_{1} T_{2}-a Z_{1} Z_{2}\right), \\
Y_{3}=\left(T_{1} T_{2}+a Z_{1} Z_{2}\right)\left(Y_{1} Y_{2}-b^{2} X_{1} X_{2}\right), & Z_{3}=\left(X_{1} Y_{2}+X_{2} Y_{1}\right)\left(Y_{1} Y_{2}-b^{2} X_{1} X_{2}\right),
\end{array}
$$

with identity $[1,0,1,0]$ and $-\left[T_{0}, X_{0}, Y_{0}, Z_{0}\right]=\left[T_{0},-X_{0}, Y_{0},-Z_{0}\right]$. Thus, one can check that $\left|\mathcal{O}^{ \pm}\right|=4$, and $\left|Q^{ \pm}\right|=2$.

Also, for affine points we get

$$
\left(x_{1}, y_{1}\right)+\left(x_{2}, y_{2}\right)=\left(\frac{x_{1} y_{2}+x_{2} y_{1}}{1+a x_{1} x_{2} y_{1} y_{2}}, \frac{y_{1} y_{2}-b^{2} x_{1} x_{2}}{1-a x_{1} x_{2} y_{1} y_{2}}\right)
$$

the identity is $(0,1)$, and $-(x, y)=(-x, y)$.

Furthermore, we have that

$$
\operatorname{ord}_{\mathcal{O}^{ \pm}}(x)=0, \quad \operatorname{ord}_{\mathcal{O}^{ \pm}}(y)=-1, \quad \operatorname{ord}_{Q^{ \pm}}(x)=-1, \quad \operatorname{ord}_{Q^{ \pm}}(y)=0
$$

and

$$
\left|\mathcal{O}^{ \pm}\right|=4, \quad\left|Q^{ \pm}\right|=2
$$

Additionally, from the equation of $E_{a, b}$ we get involutions given by

$$
\begin{equation*}
\kappa_{0}(x, y) \stackrel{\text { def }}{=}(-x, y), \quad \kappa_{1}(x, y) \stackrel{\text { def }}{=}(x,-y), \quad \kappa_{2}(x, y) \stackrel{\text { def }}{=}\left(\frac{y}{b}, b x\right) \tag{3.3}
\end{equation*}
$$

These extend to the points at infinity as:

$$
\begin{array}{lll}
\kappa_{0}\left(\mathcal{O}^{ \pm}\right)=\mathcal{O}^{\mp}, & \kappa_{1}\left(\mathcal{O}^{ \pm}\right)=\mathcal{O}^{ \pm}, & \kappa_{2}\left(\mathcal{O}^{ \pm}\right)=\mathcal{Q}^{ \pm} \\
\kappa_{0}\left(Q^{ \pm}\right)=Q^{ \pm}, & \kappa_{1}\left(\mathbb{Q}^{ \pm}\right)=\mathcal{Q}^{\mp}, & \kappa_{2}\left(Q^{ \pm}\right)=\mathcal{O}^{ \pm}
\end{array}
$$

Letting $\mathcal{K}_{1} \stackrel{\text { def }}{=}(0,-1)$ and $\mathcal{K}_{2} \stackrel{\text { def }}{=}\left(\frac{1}{b}, 0\right)$, we have

$$
\begin{equation*}
\kappa_{0}(P)=-P, \quad \kappa_{1}(P)=\mathcal{K}_{1}-P, \quad \kappa_{2}(P)=\mathcal{K}_{2}-P \tag{3.4}
\end{equation*}
$$

This yields $\mathcal{K}_{1}=2 \mathcal{O}^{ \pm}, \mathcal{K}_{2}=\mathcal{O}^{ \pm}+Q^{ \pm}, \mathcal{K}_{1}=2 \mathcal{K}_{2},\left|\mathcal{K}_{1}\right|=2$, and $\left|\mathcal{K}_{2}\right|=4$.

Also,

$$
\omega \stackrel{\text { def }}{=} \frac{2 x}{1-y^{2}} \mathrm{~d} y
$$

is an invariant differential. Moreover, since the Hasse invariant of $E_{a, b}$ is the element $\mathfrak{h} \in \mathbb{k}$ such that $\mathcal{C}(\omega)=\mathfrak{h}^{1 / p} \omega$, where $\mathcal{C}$ is the Cartier operator, we find that $\mathfrak{h}$ is the coefficient of $x^{p-1}$ (or, equivalently, of $\left.y^{p-1}\right)$ in $\left(\left(1-y^{2}\right)\left(b^{2}-a y^{2}\right)\right)^{(p-1) / 2}$.

## 4. The Elliptic Teichmüller Lift

Let $\mathbb{k}$ be a perfect field of characteristic $p>2$,

$$
E_{a, b} / \mathbb{k}: b_{0}^{2} x_{0}^{2}+y_{0}^{2}=1+a_{0} x^{2} y^{2}
$$

be an ordinary twisted Edwards curve,

$$
\boldsymbol{E}_{\boldsymbol{a}, \boldsymbol{b}} / \boldsymbol{W}(\mathbb{k}): \boldsymbol{b}^{2} \boldsymbol{x}^{2}+\boldsymbol{y}^{2}=1+\boldsymbol{a} \boldsymbol{x}^{2} \boldsymbol{y}^{2}
$$

be its canonical lifting, and $\tau: E_{a, b}(\mathbb{k}) \rightarrow \boldsymbol{E}_{a, b}(\boldsymbol{W}(\mathbb{k}))$ be the elliptic Teichmüller. Then

$$
\tau\left(x_{0}, y_{0}\right)=\left(\left(x_{0}, F_{1}, F_{2}, \ldots\right),\left(y_{0}, G_{1}, G_{2}, \ldots,\right)\right)
$$

where $F_{i}$ and $G_{i}$ are in the function field $\mathbb{k}\left(E_{a, b}\right)$.

The following lemma describes how $\tau$ acts on the points at infinity and how it interacts with the aforementioned involutions of $E_{a, b}$ :

Lemma 4.1. We have that $\tau\left(\mathcal{O}^{ \pm}\right)=\mathcal{O}^{ \pm}$and $\tau\left(\mathbb{Q}^{ \pm}\right)=\mathbf{Q}^{ \pm}$. Moreover, if $\kappa_{i}$, for $i=0,1,2$, represent both the involutions of $E_{a, b}$ and $\boldsymbol{E}_{\boldsymbol{a}, \boldsymbol{b}}$ (as in Eq. (3.3), then we have that $\kappa_{i} \circ \tau=$ $\tau \circ \kappa_{i}$.

Proof. Since $\tau$ is a section of the reduction modulo $p$, it must take points at infinity to points at infinity. Also, since $\tau$ is a group homomorphism, and $\left|\mathcal{O}^{ \pm}\right|=4$ and $\left|Q^{ \pm}\right|=2$, we have that $\tau\left(\mathcal{O}^{ \pm}\right)$must be either $\mathcal{O}^{ \pm}$or $\mathcal{O}^{\mp}$ and $\tau\left(\mathbb{Q}^{ \pm}\right)$must be either $\mathbf{Q}^{ \pm}$or $\mathbf{Q}^{\mp}$. Using the projective representation of Edwards curves (where $(x, y) \mapsto[1 /(x y), 1 / x, 1 / y, 1]$ ), we have that $\tau\left(\mathcal{O}^{ \pm}\right)=\mathcal{O}^{ \pm}$and $\tau\left(Q^{ \pm}\right)=\mathbf{Q}^{ \pm}$.

Note that this implies, since $\mathcal{K}_{1}=2 \mathcal{O}^{ \pm}$and $\mathcal{K}_{2}=2 \mathcal{K}_{1}$, we have that $\tau$ takes $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$ to their corresponding points on $\boldsymbol{E}_{a, b}$. Thus, since $\tau$ is a group homomorphism, Eq. (3.4) gives the second part of the lemma.

We now start to describe the coordinate functions $F_{i}$ and $G_{i}$ of $\tau$.
Proposition 4.2. The coordinate functions of the elliptic Teichmüller lift $F_{i}$ and $G_{i}$ are in the affine coordinate ring $\mathbb{k}\left[E_{a, b}\right]$, i.e., they can be given by polynomial functions.

Proof. Since $\tau$ is a section of the reduction modulo $p$, we have that it must map the affine part of $E_{a, b}$ to the affine part of $\boldsymbol{E}_{a, b}$ (over $\overline{\mathbb{k}}$ ). Therefore, $F_{i}$ and $G_{i}$ are regular on the affine part of $\boldsymbol{E}_{a, b}$ (over $\overline{\mathbb{k}}$ ).

Before we can refine our description of $F_{i}$ and $G_{i}$, we need to introduce a simple unique representation for elements of $\mathbb{k}\left[E_{a, b}\right]$ :

Lemma 4.3. Let $f \in \mathbb{k}\left[E_{a, b}\right]$. Then,

$$
f=f_{1}\left(x_{0}\right)+f_{2}\left(y_{0}\right)+y_{0} f_{3}\left(x_{0}\right)+x_{0} f_{4}\left(y_{0}\right),
$$

for some $f_{1}, f_{2}, f_{3}, f_{4} \in \mathbb{k}$, with $f_{2}(0)=f_{3}(0)=f_{4}(0)=f_{4}^{\prime}(0)=0$. Moreover, this representation is unique in $\mathbb{k}\left[E_{a, b}\right]$.

Proof. First, we prove the existence of the representation. It suffices to prove for $f=x_{0}^{r} y_{0}^{s}$ for $r, s \geq 2$. We proceed by induction on $\min (r, s)$.

If $\min (r, s)=2$, we may assume due to symmetry, that $r=2$. Then,

$$
\begin{aligned}
x_{0}^{2} y_{0}^{s} & =\left(x_{0}^{2} y_{0}^{2}\right) y_{0}^{s-2} \\
& =\frac{1}{a_{0}}\left(b_{0}^{2} x_{0}^{2}+y_{0}^{2}-1\right) y_{0}^{s-2} \\
& =\frac{1}{a_{0}}\left(b_{0}^{2} x_{0}^{2} y_{0}^{s-2}+y_{0}^{s}-y_{0}^{s-2}\right) .
\end{aligned}
$$

If $s-2 \leq 1$, then we are done. If not, we can repeat this process with $x_{0}^{2} y_{0}^{s-2}$ until we have a representation as in the statement.

Now assume the statement is true for monomials $x_{0}^{r} y_{0}^{s}$ with $\min (r, s) \leq m$. Again, due to symmetry, it suffices to prove that the statement also holds for $x_{0}^{m+1} y_{0}^{s}$ (and $s \geq m+1$ ). By the induction hypothesis, we have:

$$
\begin{aligned}
x_{0}^{m+1} y_{0}^{s} & =x_{0}\left(f_{1}\left(x_{0}\right)+f_{2}\left(y_{0}\right)+y_{0} f_{3}\left(x_{0}\right)+x_{0} f_{4}\left(y_{0}\right)\right) \\
& =x_{0} f_{1}\left(x_{0}\right)+x_{0} f_{2}\left(y_{0}\right)+y_{0}\left(x_{0} f_{3}\left(x_{0}\right)\right)+x_{0}^{2} f_{4}\left(y_{0}\right) .
\end{aligned}
$$

But we can again apply the induction hypothesis to the monomials of $x_{0}^{2} f_{4}\left(y_{0}\right)$, which gives us the result.

For uniqueness, assume that in $\mathbb{k}\left[x_{0}, y_{0}\right]$ we have

$$
\begin{aligned}
f_{1}\left(x_{0}\right)+f_{2}\left(y_{0}\right)+y_{0} f_{3}\left(x_{0}\right)+x_{0} f_{4}\left(y_{0}\right) & =\left(b_{0}^{2} x_{0}^{2}+y_{0}^{2}-1-a_{0} x_{0}^{2} y_{0}^{2}\right) \cdot h \\
& =y_{0}^{2}\left(1-a_{0} x_{0}^{2}\right) h+\left(b_{0}^{2} x_{0}^{2}-1\right) h,
\end{aligned}
$$

for some $h \in \mathbb{k}\left[x_{0}, y_{0}\right]$. But then, if $h \neq 0$, let $c x_{0}^{k} y_{0}^{l}$ be one of the monomials of $h$ with maximal degree on $y_{0}$. Then, we would necessarily have the term $a_{0} c x_{0}^{k+2} y_{0}^{l+2}$ on the left side of the equation, which is a contradiction.

We can now be more precise on the coordinate functions $F_{i}$ and $G_{i}$.

Proposition 4.4. We have that $F_{i} \in \mathbb{k}\left[x_{0}\right]$ and $G_{i} \in \mathbb{k}\left[y_{0}\right]$, and both are odd.

Proof. Since $\tau$ is a group homomorphism, we have that $\tau\left(-x_{0}, y_{0}\right)=-\tau\left(x_{0}, y_{0}\right)$. Hence, since $p>2$, for all $i \geq 1$ we must have:

$$
\begin{align*}
F_{i}\left(-x_{0}, y_{0}\right) & =-F_{i}\left(x_{0}, y_{0}\right),  \tag{4.1}\\
G_{i}\left(-x_{0}, y_{0}\right) & =G_{i}\left(x_{0}, y_{0}\right) . \tag{4.2}
\end{align*}
$$

Moreover, since the involutions $\kappa_{1}$ commutes with $\tau$, we have that for all $i \geq 1$,

$$
\begin{align*}
F_{i}\left(x_{0},-y_{0}\right) & =F_{i}\left(x_{0}, y_{0}\right),  \tag{4.3}\\
G_{i}\left(x_{0},-y_{0}\right) & =-G_{i}\left(x_{0}, y_{0}\right) . \tag{4.4}
\end{align*}
$$

Thus, by Lemma 4.3, if we write $F_{i}=f_{1}\left(x_{0}\right)+f_{2}\left(y_{0}\right)+y_{0} f_{3}\left(x_{0}\right)+x_{0} f_{4}\left(y_{0}\right)$, with $f_{2}(0)=$ $f_{3}(0)=f_{4}(0)=f_{4}^{\prime}(0)=0$, then by Eq. 4.1), we have that $f_{2}$ is zero and $f_{1}$ and $f_{3}$ are odd. By Eq. 4.3), we must have that $f_{3}$ is zero and $f_{4}$ is even. Hence $F_{i}=f_{1}\left(x_{0}\right)+x_{0} f_{4}\left(y_{0}\right)$.

But, as noted before, we have that $\operatorname{ord}_{\mathcal{O}^{+}} x_{0}=\operatorname{ord}_{\mathcal{O}^{+}} \boldsymbol{x}=0$ and $\operatorname{ord}_{\mathcal{O}^{+}} y_{0}=-1$, which imply that $\tau^{*} \boldsymbol{x}$ must be regular at $\mathcal{O}^{+}$, and thus we must have that $f_{4}$ is zero (since $f_{4}$ has no constant term).

A similar argument yields that $G_{i}=g_{2}\left(y_{0}\right)$, with $g_{2}$ odd.

## 5. Degrees of the Elliptic Teichmüller Lift

We can also determine the degrees of $F_{i}$ and $G_{i}$. For that, we need some terminology and results from [6].

Let $K \stackrel{\text { def }}{=} \overline{\mathbb{k}}\left(E_{a, b}\right)$ and $\boldsymbol{K}$ be the function field of $\boldsymbol{E}_{\boldsymbol{a}, \boldsymbol{b}}$ over the field of fractions $\boldsymbol{k}$ of $\boldsymbol{W}(\overline{\mathrm{k}})$. An element $\boldsymbol{g} \in \boldsymbol{K}$ can be written as a quotient $\boldsymbol{g}_{1} / \boldsymbol{g}_{2}$, where $\boldsymbol{g}_{1}, \boldsymbol{g}_{2} \in \boldsymbol{W}(\overline{\mathbb{k}})[\boldsymbol{x}, \boldsymbol{y}]$. Let $\boldsymbol{R}$ be the ring of functions $\boldsymbol{g}=\boldsymbol{g}_{1} / \boldsymbol{g}_{2} \in \boldsymbol{K}$, such that $\boldsymbol{g}_{2} \not \equiv 0(\bmod p)$. (Then $\boldsymbol{R}$ is the valuation ring of $\boldsymbol{K}$ with respect to the valuation associated to $p$ ). We can identify $\boldsymbol{R}$ with a subring of $\boldsymbol{W}(K)$ (via $\left.\tau^{*}\right)$. Then, for every $\boldsymbol{g} \in \boldsymbol{R}$ we have $\tau^{*} \boldsymbol{g}=\left(g_{0}, g_{1}, \ldots\right) \in \boldsymbol{W}(K)$, and if $\boldsymbol{g}$ is regular at $\tau(P)$, for $P \in E_{a, b}(\overline{\mathbb{k}})$, then $g_{i}$ is regular at $P$ for every $i \geq 0$ and $\boldsymbol{g}(\tau(P))=\left(g_{0}(P), g_{1}(P), \ldots\right)$.

Define, for $P \in E_{a, b}(\overline{\mathbb{k}})$,

$$
\boldsymbol{U}(P) \stackrel{\text { def }}{=}\left\{\boldsymbol{g} \in \boldsymbol{R}^{\times} \mid \operatorname{ord}_{\tau(P)}(\boldsymbol{g})=\operatorname{ord}_{P}\left(g_{0}\right)\right\} .
$$

Observe that clearly $\boldsymbol{U}(P)$ is a subgroup of $\boldsymbol{R}^{\times}$.

We can now state [6, Theorem 3.1] and [6, Corollary 4.5]:
Theorem 5.1. Let $\boldsymbol{g} \in \boldsymbol{U}(P)$ with $\tau^{*} \boldsymbol{g}=\left(g_{0}, g_{1}, \ldots\right)$. Then

$$
\operatorname{ord}_{P}\left(g_{n}\right) \geq p^{n}\left(\operatorname{ord}_{P}\left(g_{0}\right)-n\right)+n p^{n-1}, \text { for all } n \geq 0
$$

Theorem 5.2. The inequality of Theorem 5.1 is an equality if and only if

$$
\binom{\operatorname{ord}_{P}\left(g_{0}\right)}{n} \not \equiv 0 \quad(\bmod p) .
$$

Thus, we obtain:
Corollary 5.3. For all $n \geq 1$ we have

$$
\operatorname{deg}_{x_{0}} F_{n}=\operatorname{deg}_{y_{0}} G_{n}=(n+1) p^{n}-n p^{n-1} .
$$

Proof. First observe that $\operatorname{ord}_{Q^{ \pm}}\left(x_{0}\right)=\operatorname{ord}_{\mathcal{O}^{ \pm}}\left(y_{0}\right)=-1, \boldsymbol{x} \in \boldsymbol{U}\left(Q^{ \pm}\right), \boldsymbol{y} \in \boldsymbol{U}\left(\mathcal{O}^{ \pm}\right)$, and

$$
\binom{-1}{n}=(-1)^{n} \not \equiv 0 \quad(\bmod p)
$$

Then, Theorems 5.1 and 5.2 give us the result.

## 6. Derivatives of $F_{n}$ and $G_{n}$

We now follow [7] to obtain formulas for the derivatives of $F_{n}$ and $G_{n}$. Applying [7] Corollary 4.2] to the elliptic Teichmüller lift, we obtain:

Theorem 6.1. If $\phi$ denotes the lift of the Frobenius, then the reductions modulo $p$ of

$$
\left(\frac{1}{p^{n}} \boldsymbol{\phi}^{n}\right)^{*} \mathrm{~d} \boldsymbol{x} \quad \text { and } \quad\left(\frac{1}{p^{n}} \boldsymbol{\phi}^{n}\right)^{*} \mathrm{~d} \boldsymbol{y}
$$

are

$$
\begin{aligned}
& \mathrm{d} F_{n}+F_{n-1}^{p-1} \mathrm{~d} F_{n-1}+\cdots+F_{1}^{p^{n-1}-1} \mathrm{~d} F_{1}+x_{0}^{p^{n}-1} \mathrm{~d} x_{0} \\
& \mathrm{~d} G_{n}+G_{n-1}^{p-1} \mathrm{~d} G_{n-1}+\cdots+G_{1}^{p^{n-1}-1} \mathrm{~d} G_{1}+y_{0}^{p^{n}-1} \mathrm{~d} y_{0}
\end{aligned}
$$

respectively.

We then have:
Theorem 6.2. We have

$$
\begin{aligned}
\frac{\mathrm{d} F_{n}}{\mathrm{~d} x_{0}} & =\mathfrak{h}^{\left(p^{n}-1\right) /(p-1)}\left(b_{0}^{2} x_{0}^{2}-1\right)^{\left(p^{n}-1\right) / 2}\left(a_{0} x_{0}^{2}-1\right)^{\left(p^{n}-1\right) / 2}-\sum_{k=0}^{n-1} F_{k}^{p^{n-k}-1} \frac{\mathrm{~d} F_{k}}{\mathrm{~d} x_{0}}, \\
\frac{\mathrm{~d} G_{n}}{\mathrm{~d} y_{0}} & =\mathfrak{h}^{\left(p^{n}-1\right) /(p-1)}\left(b_{0}^{2}-a y_{0}^{2}\right)^{\left(p^{n}-1\right) / 2}\left(1-y_{0}^{2}\right)^{\left(p^{n}-1\right) / 2}-\sum_{k=0}^{n-1} G_{k}^{p^{n-k}-1} \frac{\mathrm{~d} G_{k}}{\mathrm{~d} y_{0}},
\end{aligned}
$$

where $\mathfrak{h}$ is the Hasse invariant of $E_{a, b}$.

Proof. Let $\omega$ be the reduction modulo $p$ of

$$
\left(\frac{1}{p^{n}} \phi^{n}\right)^{*}\left(\frac{2 \boldsymbol{x}}{1-\boldsymbol{y}^{2}} \mathrm{~d} \boldsymbol{y}\right)
$$

Then, we have that $\omega=\lambda \omega_{0}$ for some $\lambda \in \mathbb{k}^{\times}$, where $\omega_{0} \stackrel{\text { def }}{=} \frac{2 x_{0}}{1-y_{0}^{2}} \mathrm{~d} y_{0}$. Applying the Cartier operator $\mathcal{C}$, we obtain

$$
\mathcal{C}^{n}(\omega)=\lambda^{1 / p} \mathfrak{h}^{1 / p+1 / p^{2}+\cdots+1 / p^{n}} \omega_{0}
$$

On the other hand, since $(1 / p \boldsymbol{\phi})^{*}$ is the "inverse" of the Cartier operator, we must have that $\mathcal{C}^{n}(\omega)=\omega_{0}$, which yields

$$
\lambda=\mathfrak{h}^{-\left(p^{n}-1\right) /(p-1)},
$$

and thus $\omega=\mathfrak{h}^{-\left(p^{n}-1\right) /(p-1)} \omega_{0}$.

On the other hand, by Theorem 6.1, we obtain

$$
\omega=\frac{2 x_{0}^{p^{n}}}{\left(1-y_{0}^{2}\right)^{p^{n}}}\left(\mathrm{~d} G_{n}+G_{n-1}^{p-1} \mathrm{~d} G_{n-1}+\cdots+G_{1}^{p^{n-1}-1} \mathrm{~d} G_{1}+y_{0}^{p^{n}-1} \mathrm{~d} y_{0}\right)
$$

Setting these two expressions for $\omega$ equal to each other yields

$$
\mathrm{d} G_{n}=\mathfrak{h}^{-\left(p^{n}-1\right) /(p-1)} \frac{\left(1-y_{0}^{2}\right)^{p^{n}-1}}{x_{0}^{p^{n-1}}}-\sum_{k=0}^{n-1} G_{k}^{p^{n}-k-1} \mathrm{~d} G_{k} .
$$

Since we have that $x_{0}^{2}=\left(1-y_{0}^{2}\right) /\left(b_{0}^{2}-a y_{0}^{2}\right)$, we obtain the formula for $\mathrm{d} G_{n} / \mathrm{d} y_{0}$.

The formula for $\mathrm{d} F_{n} / \mathrm{d} x_{0}$ can be obtained by observing that

$$
\omega_{0}=\frac{2 y_{0}}{b_{0}^{2} x_{0}^{2}-1} \mathrm{~d} x_{0}
$$

and following the same approach as above.

## 7. Criterion

In explicit computations we need a concrete criterion to determine if we obtained the actual canonical lifting and elliptic Teichmüller lift. In this section we present such criterion. The crucial result is found in the proof of [18, Proposition 4.2], which we adapt to Edwards curves below:

Theorem 7.1. Let $E_{a, b} / \mathbb{k}$ be an ordinary Edwards curve, $\boldsymbol{E}_{\boldsymbol{a}, \boldsymbol{b}} / \boldsymbol{W}(\mathbb{k})$ be a lifting of $E_{a, b}$, and $\tau$ be a section of the reduction modulo $p$ between the affine parts of $E_{a, b}$ and $\boldsymbol{E}_{a, b}$. If $\tau$ is regular at the points at infinity $\mathcal{O}^{ \pm}, \mathbb{Q}^{ \pm}$, with $\tau\left(\mathcal{O}^{ \pm}\right)=\mathcal{O}^{ \pm}, \tau\left(\mathbb{Q}^{ \pm}\right)=\mathbf{Q}^{ \pm}$, respectively, then $\boldsymbol{E}_{a, b}$ is the canonical lifting of $E_{a, b}$ and $\tau$ is the elliptic Teichmüller lift.

We then immediately have:
Corollary 7.2. Let $E_{a, b} / \mathbb{k}$ be an ordinary Edwards curve, $\boldsymbol{E}_{\boldsymbol{a}, \boldsymbol{b}} / \boldsymbol{W}(\mathbb{k})$ be a lifting of $E_{a, b}$, and $\tau=\left(\left(x_{0}, F_{1}, F_{2}, \ldots\right),\left(y_{0}, G_{1}, G_{2}, \ldots\right)\right)$ be a section of the reduction modulo $p$ between the affine parts of $E_{a, b}$ and $\boldsymbol{E}_{a, b}$. Then, $\boldsymbol{E}_{\boldsymbol{a}, \boldsymbol{b}}$ is the canonical lifting of $E_{a, b}$ and $\tau$ is the elliptic Teichmüller lift if and only if $\tau^{*}(1 / \boldsymbol{x})\left(\mathbb{Q}^{ \pm}\right)=\tau^{*}(1 / \boldsymbol{y})\left(\mathcal{O}^{ \pm}\right)=0$.

Proof. This follows from the previous theorem and the already observed facts that

$$
\operatorname{ord}_{\mathcal{O}^{ \pm}}\left(y_{0}\right)=\operatorname{ord}_{\mathcal{O}^{ \pm}}(\boldsymbol{y})=\operatorname{ord}_{Q^{ \pm}}\left(x_{0}\right)=\operatorname{ord}_{\mathbf{Q}^{ \pm}}(\boldsymbol{x})=0
$$

## 8. The Algorithm

We now describe an algorithm to simultaneously compute the canonical lifting and elliptic Teichmüller lift of an Edwards curve. We inductively assume that we have computed the first $n$ coordinates and need to find the $(n+1)$-st coordinated of $\boldsymbol{a}, \boldsymbol{b}$ and $\tau$, i.e., $a_{n}, b_{n}$, $F_{n}$, and $G_{n}$.

We know that $F_{n}$ and $G_{n}$ are odd polynomials of degree $(n+1) p^{n}-n p^{n-1}$ in $x_{0}$ and $y_{0}$ respectively, and we know their derivatives. Thus, let $\hat{F}_{n}$ and $\hat{G}_{n}$ be the formal integrals of $\mathrm{d} F_{n} / \mathrm{d} x_{0}$ and $\mathrm{d} G_{n} / \mathrm{d} y_{0}$ with respect to $x_{0}$ and $y_{0}$ respectively. Then,

$$
F_{1}=\hat{F}_{1}+c_{1} x_{0}^{p} \quad G_{1}=\hat{G}_{1}+d_{1} y_{0}^{p},
$$

and if we let $N_{n} \stackrel{\text { def }}{=}\left((n+1) p^{n-1}-n p^{n-2}-1\right) / 2$, for $n \geq 2$ we can write,

$$
F_{n}=\hat{F}_{n}+\sum_{i=0}^{N_{n}} c_{2 i+1} x_{0}^{(2 i+1) p}, \quad G_{n}=\hat{G}_{n}+\sum_{i=0}^{N_{n}} d_{2 i+1} y_{0}^{(2 i+1) p},
$$

where the $c_{i}$ 's and $d_{i}$ 's (for $i$ odd) are unknown. (We might refer to $c_{i}$ and $d_{i}$ for $i$ even with the implicit assumption that these terms are zero.)

By the criterion above, we need $\tau^{*}(1 / \boldsymbol{x})\left(\mathbb{Q}^{ \pm}\right)=\tau^{*}(1 / \boldsymbol{y})\left(\mathcal{O}^{ \pm}\right)=0$. In general, if $\boldsymbol{t}=$ $\left(t_{0}, t_{1}, \ldots\right)$, then the $(n+1)$-st coordinate of $1 / \boldsymbol{t}$ is given by

$$
\frac{-t_{0}^{(n-1) p^{n}} t_{n}+h}{t_{0}^{(n+1) p^{n}}}, \text { for some } h \in \mathbb{F}_{p}\left[t_{0}, t_{1}, \ldots, t_{n-1}\right]
$$

Thus, since $\tau^{*}(1 / \boldsymbol{x})\left(\mathbb{Q}^{ \pm}\right)=0$ and ord $_{Q^{ \pm}} x_{0}=-1$, the terms in $x_{0}^{i}$ for $i \geq(n+1) p^{n}$ in $x_{0}^{(n-1) p^{n}} F_{n}+h\left(x_{0}, F_{1}, \ldots, F_{n-1}\right)$ cancel out, and since $F_{1}, \ldots, F_{n-1}$ are all known, we can find all $c_{i}$ 's with $i \geq 2 p^{n-1}$.

Similarly, $\tau^{*}(1 / \boldsymbol{y})\left(\mathcal{O}^{ \pm}\right)=0$ and $\operatorname{ord}_{\mathcal{O}^{ \pm}} y_{0}=-1$ allow us to find all $d_{i}$ 's with $i \geq 2 p^{n-1}$. Thus, only $c_{i}$ 's and $d_{i}$ 's for $i=0, \ldots,\left(2 p^{n-1}-1\right)$ and odd remain to be found (along with $a_{n}$ and $b_{n}$ ).

Since $\tau$ is a lifting of points, it follows that

$$
\tau^{*}\left(\boldsymbol{b}^{2} \boldsymbol{x}^{2}+\boldsymbol{y}^{2}\right)=\tau^{*}\left(1+\boldsymbol{a} \boldsymbol{x}^{2} \boldsymbol{y}^{2}\right)
$$

and at the $(n+1)$-st coordinate we get:

$$
\begin{equation*}
2\left(b_{0}^{2 p^{n}}-a_{0}^{p^{n}} y_{0}^{2 p^{n}}\right) x_{0}^{p^{n}} F_{n}+2\left(1-a_{0}^{p^{n}} x_{0}^{2 p^{n}}\right) y_{0}^{p^{n}} G_{n}+\tilde{b}_{n} x_{0}^{2 p^{n}}-a_{n} x_{0}^{2 p^{n}} y_{0}^{2 p^{n}}=\cdots, \tag{8.1}
\end{equation*}
$$

where all the omitted terms are known by our induction hypothesis and $\tilde{b}_{n}$ is the $(n+1)$-st coordinate of $\boldsymbol{b}^{2}$, and hence equal to $2 b_{0}^{p^{n}} b_{n}+\cdots$ where all the omitted terms are also known. Using our expressions for $F_{n}$ and $G_{n}$ (in terms of the unknown $F_{i}$ 's and $G_{i}$ 's) above and Lemma 4.3. we can expand both sides of the above equation using the unique representation of the lemma. Thus, we can compare coefficients of both sides of the equation, giving a linear system on the unknowns $a_{n}, b_{n}$, and $c_{i}$ and $d_{i}$, for $i=0, \ldots,\left(2 p^{n-1}-1\right)$. The existence of the canonical lifting guarantees the existence of a solution, and Theorem 7.1 guarantees that this solution will give the canonical lifting and the elliptic Teichmüller lift.

Observe that the involution $\kappa_{2}(x, y)=(y / b, b x)$, and the fact that it commutes with the elliptic Teichmüller lift, allows us to find the coefficients $d_{i}$ 's from the $c_{i}$ 's, so we don't need as many unknowns in the system.

Note also that it is clear that, maybe extending the base field, one could take $\boldsymbol{b}$ in the canonical lifting as $\left(b_{0}, 0,0, \ldots\right)$. In this case, the observation above gives that $F_{n}\left(y_{0} / b_{0}\right)=$ $G\left(y_{0}\right) / b_{0}^{p^{n}}$, i.e., $d_{i}=b_{0}^{p^{n}-i p} c_{i}$. In particular, when $b_{0}=1$, we have that $F_{n}=G_{n}$.

| $p$ | $n$ | time (in seconds) | memory (in MB) |
| :---: | :---: | :---: | :---: |
| 3 | 2 | 0.01 | 32.09 |
| 3 | 3 | 1.56 | 46.04 |
| 3 | 4 | $1,115.91$ | $3,882.94$ |
| 5 | 1 | 0.01 | 32.09 |
| 5 | 2 | 0.62 | 64.12 |
| 5 | 3 | $9,009.399$ | $23,747.53$ |
| 7 | 1 | 0.04 | 32.09 |
| 7 | 2 | 15.58 | 242.25 |
| 11 | 1 | 0.03 | 32.09 |
| 11 | 2 | $1,483.42$ | $9,158.34$ |
| 13 | 1 | 0.03 | 32.09 |
| 13 | 2 | $8,131.18$ | $37,400.62$ |

Table 8.1. Time and memory usage in computing canonical lifting and elliptic Teichmüller lift.

Computations with Witt vectors in general are complex, but using the techniques from [9, one can obtain general formulas for small primes and short lengths in reasonable time. Table 8.1 shows the times and memory used to compute general formulas (as in Section 10 ) for characteristic $p$ and length $n+1$ for various $p$ and $n$ in a computer with an Intel Core i7-8700 CPU with 46 gigabytes of memory running MAGMA.

One computation that slows down the algorithm considerably is writing the coordinates of the Greenberg transform in the unique form of Lemma 4.3. This step makes these computations slower than the ones for elliptic curves given by a Weierstrass equation, as obtaining a unique representation is much simpler in that case.

On the other hand, once this step is accomplished, solving the obtained linear system is faster than the Weierstrass case. Moreover, the criterion for regularity at the points at infinity is considerably simpler to implement for $n \geq 3$ than for Weierstrass equations. (In fact, the second author's code for the Weierstrass case only works for $n \leq 2$, as $n=1$ is trivial and for $n=2$ a simpler implementation is given in [6].)

The code used in the computations is available at https://github.com/lrfinotti/witt.

## 9. Solutions to the System

Canonical liftings are unique only up to isomorphism, so clearly we will not have a unique solution to the linear system obtained by the algorithm described in the previous section. Note that the requirements on the elliptic Teichmüller lift, namely, that $\tau\left(\mathcal{O}^{ \pm}\right)=\mathcal{O}^{ \pm}$and $\tau\left(\mathbb{Q}^{ \pm}\right)=\mathbf{Q}^{ \pm}$, force the isomorphism to send the points at infinity to their corresponding points on the isomorphic curve. So, if the pairs $(\boldsymbol{a}, \boldsymbol{b})$ and $\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}\right)$ are the coefficients of the equations for these isomorphic Edwards curves, then there is some $\boldsymbol{\lambda}$ such that

$$
\begin{equation*}
a^{\prime}=\frac{1}{\lambda^{2}} a, \quad b^{\prime}=\frac{1}{\lambda} b \tag{9.1}
\end{equation*}
$$

In this section we will study the different possible solutions to the system, by investigating how isomorphisms affect the equations. But before we proceed, we need to briefly review the Greenberg transform. We will take a simple and computational approach, but more details can be found in [12] and [11], or, for more advanced references, see [3] and [13].

Let $R=\mathbb{k}\left[x_{0}, y_{0}, x_{1}, y_{1}, \ldots\right]$ and $\boldsymbol{x}_{0}=\left(x_{0}, x_{1}, \ldots\right), \boldsymbol{y}_{0}=\left(y_{0}, y_{1}, \ldots\right) \in \boldsymbol{W}(R)$. Thus, if $\boldsymbol{f}(\boldsymbol{x}, \boldsymbol{y}) \in \boldsymbol{W}(\mathbb{k})[\boldsymbol{x}, \boldsymbol{y}] \subseteq \boldsymbol{W}(R)[\boldsymbol{x}, \boldsymbol{y}]$, where $\boldsymbol{x}$ and $\boldsymbol{y}$ are the variables of the polynomial ring, then $\boldsymbol{f}\left(\boldsymbol{x}_{0}, \boldsymbol{y}_{0}\right) \in \boldsymbol{W}(R)$. (We are basically replacing the variables $\boldsymbol{x}$ and $\boldsymbol{y}$ by Witt vectors of variables $\boldsymbol{x}_{0}=\left(x_{0}, x_{1}, \ldots\right)$ and $\boldsymbol{y}_{0}=\left(y_{0}, y_{1}, \ldots\right)$.) Hence, we have that $\boldsymbol{f}\left(\boldsymbol{x}_{0}, \boldsymbol{y}_{0}\right)=$ $\left(f_{0}, f_{1}, \ldots\right)$, where $f_{i} \in R$, or more precisely, where $f_{i} \in \mathbb{k}\left[x_{0}, \ldots, x_{i}, y_{0}, \ldots, y_{i}\right]$.

Definition 9.1. For $\boldsymbol{f} \in \boldsymbol{W}(\mathbb{k})[\boldsymbol{x}, \boldsymbol{y}]$, we refer to $\boldsymbol{f}\left(\boldsymbol{x}_{0}, \boldsymbol{y}_{0}\right) \in \boldsymbol{W}(R)$ as above as the Greenberg transform of $\boldsymbol{f}$, and denote it by $G(\boldsymbol{f})$.

Moreover, if

$$
C / W(\mathbb{k}): f(x, y)=0,
$$

we define the Greenberg transform $G(\boldsymbol{C})$ of $\boldsymbol{C}$ to be the (infinite dimensional) variety over $\mathbb{k}$ defined by the zeros of the coordinates $f_{n}$ of $G(\boldsymbol{f})$, i.e., if $G(\boldsymbol{f})=\left(f_{0}, f_{1}, \ldots\right)$ as above,
then

$$
\begin{aligned}
G(\boldsymbol{C}) / \mathbb{k}: & f_{0}\left(x_{0}, y_{0}\right)=0 \\
& f_{1}\left(x_{0}, x_{1}, y_{0}, y_{1}\right)=0 \\
& f_{2}\left(x_{0}, x_{1}, x_{2}, y_{0}, y_{1}, y_{2}\right)=0
\end{aligned}
$$

Note that in practice we deal with Witt vectors of finite length, in which case we can truncate the Greenberg transform and then have a finite dimensional variety over $\mathbb{k}$.

Moreover, it should be clear from the definition that there is a bijection between rational points $\boldsymbol{C}(\boldsymbol{W}(\mathbb{k}))$ and $G(\boldsymbol{C})(\mathbb{k})$, as $\boldsymbol{f}(\boldsymbol{a}, \boldsymbol{b})=\mathbf{0}$, with $\boldsymbol{a}=\left(a_{0}, a_{1}, \ldots\right)$ and $\boldsymbol{b}=\left(b_{0}, b_{1}, \ldots\right)$, if and only if $f_{n}\left(a_{0}, \ldots, a_{n}, b_{0}, \ldots, b_{n}\right)=0$ for all $n$.

Now, on the $(n+1)$-st coordinate of the Greenberg transform of $\boldsymbol{E}_{\boldsymbol{a}, \boldsymbol{b}}$ we have (similar to Eq. (8.1)):

$$
2\left(b_{0}^{2 p^{n}}-a_{0}^{p^{n}} y_{0}^{2 p^{n}}\right) x_{0}^{p^{n}} x_{n}+2\left(1-a_{0}^{p^{n}} x_{0}^{2 p^{n}}\right) y_{0}^{p^{n}} y_{n}+\tilde{b}_{n} x_{0}^{2 p^{n}}-a_{n} x_{0}^{2 p^{n}} y_{0}^{2 p^{n}}=\cdots
$$

where no omitted term involve either $a_{n}, b_{n}, x_{n}$, or $y_{n}$, and $\tilde{b}_{n}$ is the $(n+1)$-st coordinate of $\boldsymbol{b}^{2}$, and hence equal to $2 b_{0}^{p^{n}} b_{n}+\cdots$ where all the omitted terms involve only $b_{i}$ for $i<n$.

Let's then assume that we've computed the canonical lifting of $E_{a, b}$ up the $n$-th coordinate and now want to compute the $(n+1)$-st coordinate, i.e., we need $a_{n}, b_{n}, F_{n}$ (i.e., the unknown $c_{i}$ 's) and $G_{n}$ (i.e., the unknown $d_{i}$ 's). Suppose we have two extensions the $(n+1)$ st coordinate, given by $\boldsymbol{E}_{\boldsymbol{a}, \boldsymbol{b}}$, with its associated elliptic Teichmüller lift $\tau$, and $\boldsymbol{E}_{\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}}$, with its associated elliptic Teichmüller lift $\tau^{\prime}$. Thus, if

$$
\begin{aligned}
\boldsymbol{a} & =\left(a_{0}, a_{1}, \ldots, a_{n-1}, a_{n}\right) \\
\boldsymbol{b} & =\left(b_{0}, b_{1}, \ldots, b_{n-1}, b_{n}\right) \\
\tau & =\left(\left(x_{0}, F_{1}, \ldots, F_{n-1}, F_{n}\right),\left(y_{0}, G_{1}, \ldots, G_{n-1}, G_{n}\right)\right)
\end{aligned}
$$

then we have

$$
\begin{aligned}
\boldsymbol{a}^{\prime} & =\left(a_{0}, a_{1}, \ldots, a_{n-1}, a_{n}^{\prime}\right) \\
\boldsymbol{b}^{\prime} & =\left(b_{0}, b_{1}, \ldots, b_{n-1}, b_{n}^{\prime}\right) \\
\tau^{\prime} & =\left(\left(x_{0}, F_{1}, \ldots, F_{n-1}, F_{n}^{\prime}\right),\left(y_{0}, G_{1}, \ldots, G_{n-1}, G_{n}^{\prime}\right)\right)
\end{aligned}
$$

Moreover, if

$$
F_{n}=\hat{F}_{n}+\sum_{i=0}^{N_{n}} c_{2 i+1} x_{0}^{(2 i+1) p}, \quad G_{n}=\hat{G}_{n}+\sum_{i=0}^{N_{n}} d_{2 i+1} y_{0}^{(2 i+1) p}
$$

as above, we must have that

$$
F_{n}^{\prime}=\hat{F}_{n}+\sum_{i=0}^{N_{n}} c_{2 i+1}^{\prime} x_{0}^{(2 i+1) p}, \quad G_{n}^{\prime}=\hat{G}_{n}+\sum_{i=0}^{N_{n}} d_{2 i+1}^{\prime} y_{0}^{(2 i+1) p}
$$

Since $\tau$ and $\tau^{\prime}$ lift points, the difference of the pull-backs of the $(n+1)$-st coordinate of the Greenberg transforms of $\boldsymbol{E}_{\boldsymbol{a}, \boldsymbol{b}}$ and $\boldsymbol{E}_{\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}}$ by $\tau$ and $\tau^{\prime}$ respectively give:

$$
\begin{aligned}
& 2\left(b_{0}^{2 p^{n}}-a_{0}^{p^{n}} y_{0}^{2 p^{n}}\right) x_{0}^{p^{n}}\left(\sum_{i=0}^{N_{n}}\left(c_{2 i+1}^{\prime}-c_{2 i+1}\right) x_{0}^{(2 i+1) p}\right) \\
& +2\left(1-a_{0}^{p^{n}} x_{0}^{2 p^{n}}\right) y_{0}^{p^{n}}\left(\sum_{i=0}^{N_{n}}\left(d_{2 i+1}^{\prime}-d_{2 i+1}\right) y_{0}^{(2 i+1) p}\right) \\
& \\
& +2 b_{0}^{p^{n}}\left(b_{n}^{\prime}-b_{n}\right) x_{0}^{2 p^{n}}-\left(a_{n}^{\prime}-a_{n}\right) x_{0}^{2 p^{n}} y_{0}^{2 p^{n}}=0
\end{aligned}
$$

Since both solutions are canonical liftings (and hence isomorphic), the coefficients must satisfy Eq. (9.1), and since the coefficients agree up to the $n$-th coordinate, we must have that

$$
\boldsymbol{\lambda}=\left(1,0,0, \ldots, \lambda_{n}\right)
$$

Thus,

$$
a_{n}^{\prime}=a_{n}-2 \lambda_{n} a_{0}^{p^{n}}, \quad b_{n}^{\prime}=b_{n}-\lambda_{n} b_{0}^{p^{n}}
$$

Hence, the equation above simplifies to

$$
\begin{align*}
& 2\left(b_{0}^{2 p^{n}}-a_{0}^{p^{n}} y_{0}^{2 p^{n}}\right) x_{0}^{p^{n}}\left(\sum_{i=0}^{N_{n}}\left(c_{2 i+1}^{\prime}-c_{2 i+1}\right) x_{0}^{(2 i+1) p}\right) \\
& +2\left(1-a_{0}^{p^{n}} x_{0}^{2 p^{n}}\right) y_{0}^{p^{n}}\left(\sum_{i=0}^{N_{n}}\left(d_{2 i+1}^{\prime}-d_{2 i+1}\right) y_{0}^{(2 i+1) p}\right) \\
&  \tag{9.2}\\
& \quad-2 \lambda_{n} b_{0}^{2 p^{n}} x_{0}^{2 p^{n}}+2 \lambda_{n} a_{0}^{p^{n}} x_{0}^{2 p^{n}} y_{0}^{2 p^{n}}=0 .
\end{align*}
$$

Now, the choice of $\lambda_{n}$ uniquely determines $\boldsymbol{E}_{a^{\prime}, b^{\prime}}\left(\right.$ from $\left.\boldsymbol{E}_{a, \boldsymbol{b}}\right)$ and since the elliptic Teichmüller lift associate to a specific equation is unique, we have that there is only one possible way to define the $c_{i}^{\prime}$ 's and $d_{i}^{\prime}$ 's from the $c_{i}$ 's, $d_{i}$ 's and $\lambda_{n}$. We claim then that we must have:

$$
c_{i}^{\prime}=\left\{\begin{array}{l}
c_{i}, \text { for } i \neq p^{n-1}, \\
c_{i}+\lambda_{n}, \text { for } i=p^{n-1},
\end{array} \quad, \quad d_{i}^{\prime}=d_{i},\right.
$$

and to verify it, it suffices to show that Eq. 9.2 is satisfied. But, in this case, we that the left hand side becomes:

$$
2\left(b_{0}^{2 p^{n}}-a_{0}^{p^{n}} y_{0}^{2 p^{n}}\right) \lambda_{n} x_{0}^{2 p^{n}}-2 \lambda_{n} b_{0}^{2 p^{n}} x_{0}^{2 p^{n}}+2 \lambda_{n} a_{0}^{p^{n}} x_{0}^{2 p^{n}} y_{0}^{2 p^{n}}
$$

which is clearly zero.

Hence, when finding the canonical lifting of Edwards curves (and the associated elliptic Teichmüller lifts) with the algorithm described above, the linear system has exactly one free parameter, which allows us to choose exactly one arbitrary value for either $a_{n}, b_{n}$, or $c_{p^{n-1}}$.

## 10. Formulas

We can obtain general formulas for the canonical lifting of an ordinary Edwards curve and its associated Teichmüller lift by applying the algorithm from Section 8 to

$$
\boldsymbol{E}_{a, b} / \mathbb{K}: b^{2} x_{0}+y_{0}^{2}=1+a x_{0}^{2} y_{0}^{2},
$$

where $\mathbb{K}=\mathbb{F}_{p}(a, b)$, with $a, b$ indeterminates.

For example, for $p=3$ we obtain

$$
\begin{aligned}
a_{1} & =\frac{a^{3}\left(2 a+b^{2}\right)}{a+b^{2}}, \\
b_{1} & =\frac{b^{3}\left(2 a+b^{2}\right)}{a+b^{2}}, \\
F_{1} & =\frac{a b^{2}}{a+b^{2}} x_{0}^{5}+\frac{2}{a+b^{2}} x_{0}, \\
G_{1} & =\frac{a}{a+b^{2}} y_{0}^{5}+\frac{2 a+b^{2}}{a+b^{2}} y_{0}^{3}+\frac{2 b^{2}}{a+b^{2}} y_{0} .
\end{aligned}
$$

Note that $a+b^{2}$ is the Hasse invariant of the curve in this case. Forcing $b_{1}=0$, we obtain:

$$
\begin{aligned}
a_{1} & =\frac{a^{3}\left(a+2 b^{2}\right)}{a+b^{2}} \\
b_{1} & =0 \\
F_{1} & =\frac{a b^{2}}{a+b^{2}} x_{0}^{5}+\frac{2 a+b^{2}}{a+b^{2}} x_{0}^{3}+\frac{2}{a+b^{2}} x_{0} \\
G_{1} & =\frac{a}{a+b^{2}} y_{0}^{5}+\frac{2 a+b^{2}}{a+b^{2}} y_{0}^{3}+\frac{2 b^{2}}{a+b^{2}} y_{0}
\end{aligned}
$$

Note that $a_{1}, b_{1} \in \mathbb{K}$, i.e., are rational functions on $a$ and $b$. In fact, we have:
Proposition 10.1. Given $p \geq 3$, there are rational functions $A_{i}, B_{i} \in \mathbb{K}$ and polynomials $F_{i} \in \mathbb{K}\left[x_{0}\right], G_{i} \in \mathbb{K}\left[y_{0}\right]$, such that if $a_{0}$ and $b_{0}$ are coefficients of an ordinary twisted Edwards curve, then

$$
\boldsymbol{a}=\left(a_{0}, A_{1}\left(a_{0}, b_{0}\right), A_{2}\left(a_{0}, b_{0}\right), \ldots\right), \quad \boldsymbol{b}=\left(b_{0}, B_{1}\left(a_{0}, b_{0}\right), B_{2}\left(a_{0}, b_{0}\right), \ldots\right),
$$

give coefficients of its canonical lifting, whenever $A_{i}$ and $B_{i}$ are defined on $\left(a_{0}, b_{0}\right)$, and its elliptic Teichmüller lift is given by

$$
\tau=\left(\left(x_{0}, F_{1}\left(a_{0}, b_{0}, x_{0}\right), F_{2}\left(a_{0}, b_{0}, x_{0}\right), \ldots\right),\left(y_{0}, G_{1}\left(a_{0}, b_{0}, y_{0}\right), G_{2}\left(a_{0}, b_{0}, y_{0}\right), \ldots\right)\right),
$$

whenever the coefficients of $F_{i}$ and $G_{i}$ are defined on $\left(a_{0}, b_{0}\right)$.

Proof. Again, we start by applying the algorithm to the twisted Edwards curve given by the coefficients $a, b \in \mathbb{K}$. Inductively, assume that for $i<n$ we have that the algorithm finds $a_{i}, b_{i} \in \mathbb{K}, F_{i} \in \mathbb{K}\left[x_{0}\right], G_{i} \in \mathbb{K}\left[y_{0}\right]$.

Then, in computing the $(n+1)$-st coordinate, the obtained linear system is defined over $\mathbb{K}$. Therefore, choosing either $a_{n}, b_{n}$, or $c_{p^{n-1}}$ in $\mathbb{K}$ will give $a_{n}, b_{n} \in \mathbb{K}, F_{n} \in \mathbb{K}\left[x_{0}\right], G_{n} \in \mathbb{K}\left[y_{0}\right]$.

Now, given the coefficients $a_{0}$ and $b_{0}$ of an ordinary twisted Edwards curve, the criterion from Theorem 7.1 will be satisfied by the twisted Edwards curve given by the coefficients $\boldsymbol{a}=\left(a_{0}, A_{1}\left(a_{0}, b_{0}\right), A_{2}\left(a_{0}, b_{0}\right), \ldots\right), \boldsymbol{b}=\left(b_{0}, B_{1}\left(a_{0}, b_{0}\right), B_{2}\left(a_{0}, b_{0}\right), \ldots\right)$ and the lift of points given by

$$
\left(x_{0}, y_{0}\right) \mapsto\left(\left(x_{0}, F_{1}\left(a_{0}, b_{0}, x_{0}\right), F_{2}\left(a_{0}, b_{0}, x_{0}\right), \ldots\right),\left(y_{0}, G_{1}\left(a_{0}, b_{0}, y_{0}\right), G_{2}\left(a_{0}, b_{0}, y_{0}\right), \ldots\right)\right)
$$

by construction, and therefore give the canonical lifting and elliptic Teichmüller lift.

## 11. Universality

Proposition 10.1 tell us we can find formulas, given by rational functions, to get the canonical lifting of twisted Edwards curves (and its corresponding elliptic Teichmüller lift), but with the restriction that these functions must be defined on the coefficients of the original curve.

We call the formulas universal if they are defined for every pair $\left(a_{0}, b_{0}\right)$ that give an ordinary twisted Edwards curve. In terms of rational functions, this is the same as saying that, with the notation of the proposition, we have $A_{i}, B_{i} \in \mathbb{U}, F_{i} \in \mathbb{U}\left[x_{0}\right]$, and $G_{i} \in \mathbb{U}\left[y_{0}\right]$, where $\mathbb{U} \stackrel{\text { def }}{=}$ $\mathbb{F}_{p}[a, b, 1 /(\Delta \cdot \mathfrak{h})]$. (Note that since $\Delta=a b^{2}\left(a-b^{2}\right)$, we have $\mathbb{U}=\mathbb{F}_{p}\left[a, b, 1 / a, 1 / b^{2}, 1 /(a-\right.$ $\left.\left.b^{2}\right), 1 / \mathfrak{h}\right]$.)

Note that we do not necessarily always get universal formulas, as we may freely choose $a_{1}$ in the algorithm, and thus $a_{1}$ could be some rational function not in $\mathbb{U}$. On the other hand, we can always obtain universal formulas:

Theorem 11.1. There are universal formulas for the canonical lifting of twisted Edwards curves. More precisely, there are $A_{i}, B_{i} \in \mathbb{U}, F_{i} \in \mathbb{U}\left[x_{0}\right]$, and $G_{i} \in \mathbb{U}\left[y_{0}\right]$, such that if $a_{0}$ and $b_{0}$ are coefficients of an ordinary Edwards, then

$$
\boldsymbol{a}=\left(a_{0}, A_{1}\left(a_{0}, b_{0}\right), A_{2}\left(a_{0}, b_{0}\right), \ldots\right), \quad \boldsymbol{b}=\left(b_{0}, B_{1}\left(a_{0}, b_{0}\right), B_{2}\left(a_{0}, b_{0}\right), \ldots\right),
$$

give coefficients of its canonical lifting, whenever $A_{i}$ and $B_{i}$ are defined on $\left(a_{0}, b_{0}\right)$, and its elliptic Teichmüller lift is given by

$$
\tau=\left(\left(x_{0}, F_{1}\left(a_{0}, b_{0}, x_{0}\right), F_{2}\left(a_{0}, b_{0}, x_{0}\right), \ldots\right),\left(y_{0}, G_{1}\left(a_{0}, b_{0}, y_{0}\right), G_{2}\left(a_{0}, b_{0}, y_{0}\right), \ldots\right)\right)
$$

Moreover, all such liftings are obtained by choosing either $a_{n}$, $b_{n}$, or $c_{p^{n-1}}$ in $\mathbb{U}$ in the algorithm.

Proof. We can inductively assume that $a_{i}, b_{i} \in \mathbb{U}, F_{i} \in \mathbb{U}\left[x_{0}\right], G_{i} \in \mathbb{U}\left[y_{0}\right]$, for $i<n$, and then proof that the same holds for $i=n$ for some choice of the free parameter of the system.

First note that, as observed in Section 9, only $a_{n}, b_{n}$, and $c_{p^{n-1}}$ can have different values, all other unknowns (i.e., the $c_{i}$ 's for $i \neq p^{n-1}$ and all $d_{i}$ 's) are automatically defined for all ordinary Edwards curves and thus these must be in $\mathbb{U}$.

Then, by choosing $c_{p^{n-1}}=0 \in \mathbb{U}$, we get that $F_{n} \in \mathbb{U}\left[x_{0}\right]$ and $G_{n} \in \mathbb{U}\left[y_{0}\right]$. Moreover, by our induction hypothesis, all terms omitted terms in Eq. 8.1) are in $\mathbb{U}\left[x_{0}, y_{0}\right]$. (Hence, our system is over $\mathbb{U}$.)

Observing that

$$
x_{0}^{2 p^{n}} y_{0}^{2 p^{n}}=\frac{1}{a^{p^{n}}}\left(b^{2 p^{n}} x_{0}^{2 p^{n}}+y_{0}^{2 p^{n}}-1\right),
$$

and since $1 / a, 1 / b \in \mathbb{U}$, Eq. (8.1) then gives us that

$$
\left(2 b^{p^{n}} b_{n}-\frac{b^{2 p^{n}}}{a^{p^{n}}} a_{n}\right) x_{0}^{2 p^{n}}-\frac{1}{a^{p^{n}}} a_{n} y_{0}^{2 p^{n}}-\frac{1}{a^{p^{n}}} a_{n}=\cdots
$$

where all omitted terms are in $\mathbb{U}\left[x_{0}, y_{0}\right]$. Noting that the left-hand side is in the form for which we have unique representation (by Lemma 4.3), expressing the omitted terms in this form and comparing terms without $x_{0}$ or $y_{0}$ we obtain that $a_{n} \in \mathbb{U}$. Then, comparing terms in $x_{0}^{2 p^{n}}$ gives us that $b_{n} \in \mathbb{U}$.

Therefore, choosing $c_{p^{n-1}}=0$ when solving the system gives formulas for $a_{n}, b_{n}, F_{n}$, and $G_{n}$ that are universal. Then, with change of variables (as discussed in Section 9) given
by $a_{n}^{\prime}=a_{n}-2 \lambda_{n} a^{p^{n}}, b_{n}^{\prime}=b_{n}-2 \lambda_{n} b^{p^{n}}, c_{p^{n-1}}^{\prime}=0+\lambda_{n}$, since $1 / a, 1 / b \in \mathbb{U}$, we can choose any value in $\mathbb{U}$ for $a_{n}, b_{n}$, or $c_{p^{n-1}}$ and still obtain universal formulas. In particular, choosing $b_{n}=0$ also gives us universal formulas (and improves our algorithm, as described in Section 8).

## 12. Modularity

We now further study properties of the formulas for the canonical lifting. We start with a definition:

Definition 12.1. Assigning weights $\operatorname{wgt}(a) \stackrel{\text { def }}{=}-2, \operatorname{wgt}(b) \stackrel{\text { def }}{=}-1$, let

$$
\mathcal{S}_{n}=\left\{\frac{f}{g} \in \mathbb{K}: f, g \in \mathbb{F}_{p}[a, b] \text { homog. and } \operatorname{wgt}(f)-\operatorname{wgt}(g)=n\right\} \cup\{0\}
$$

The elements of $\mathcal{S}_{n}$ are then modular functions of weight $n$.

Let also $\operatorname{wgt}\left(x_{0}\right)=1$ and $\operatorname{wgt}\left(y_{0}\right) \stackrel{\text { def }}{=} 0$, so that $b x_{0}^{2}+y_{0}^{2}$ and $1+a x_{0}^{2} y_{0}^{2}+b$ are both homogeneous of weight 0 . Then, define:

$$
\hat{\mathfrak{S}}_{n}=\left\{\frac{f}{g} \in \mathbb{K}\left(x_{0}, y_{0}\right): f, g \in \mathbb{F}_{p}\left[a, b, x_{0}, y_{0}\right] \text { homog. and } \operatorname{wgt}(f)-\operatorname{wgt}(g)=n\right\} \cup\{0\} .
$$

We prove that:
Theorem 12.2. There are universal formulas $A_{i}, B_{i} \in \mathbb{U}, F_{i} \in \mathbb{U}\left[x_{0}\right], G_{i} \in \mathbb{U}\left[y_{0}\right]$, with $A_{i} \in \mathcal{S}_{-2 p^{i}}, B_{i} \in \mathcal{S}_{-p^{i}}, F_{i} \in \hat{\mathcal{S}}_{p^{i}}, G_{i} \in \hat{\mathcal{S}}_{0}$. Moreover, these can be obtained by simply choosing $B_{i}=0$ in the algorithm.

We shall need [10, Lemma 3.1]:
Lemma 12.3. Let $\pi_{i}: \boldsymbol{W}(\mathbb{k}) \rightarrow \mathbb{k}$ denote the map that gives the $(i+1)$-st coordinate of a Witt vector. Then, if $\pi_{i}(\boldsymbol{f}) \in \hat{\mathcal{S}}_{r p^{i}}$ and $\pi_{i}(\boldsymbol{g}) \in \hat{\mathcal{S}}_{s p^{i}}$, then $\pi_{i}(\boldsymbol{f} \cdot \boldsymbol{g}) \in \hat{\mathcal{S}}_{(r+s) p^{i}}$. If further $r=s$, then $\pi_{i}(\boldsymbol{f}+\boldsymbol{g}) \in \hat{\mathcal{S}}_{r p^{i}}$.

We now can prove the theorem:

Proof of Theorem 12.2. We again use induction to prove the theorem. Assume that, for $i<n$, we have that $F_{i} \in \hat{\mathcal{S}}_{p^{i}}, G_{i} \in \hat{\mathcal{S}}_{0}, a_{i} \in \mathcal{S}_{-2 p^{i}}$ and $b_{i} \in \mathcal{S}_{-p^{i}}$ and shall to prove that the algorithm, when choosing $b_{n}=0 \in \mathcal{S}_{-p^{n}}$, gives that $a_{n} \in \hat{\mathcal{S}}_{-2 p^{n}}, F_{n} \in \hat{\mathcal{S}}_{p^{n}}$, and $G_{n} \in \hat{\mathcal{S}}_{0}$. Of course, since $a_{n} \in \mathbb{F}_{p}(a, b)$, this means that $a_{n} \in \mathcal{S}_{-2 p^{n}}$.

By Lemma 12.3 , we have that the omitted terms in Eq. 8.1) are all in $\hat{\mathcal{S}}_{0}$. Also note that since $\mathfrak{h}$ is the coefficient of $x^{p-1}$ in $\left(\left(1-y^{2}\right)\left(b^{2}-a y^{2}\right)\right)^{(p-1) / 2}$, we have that $\operatorname{wgt}(\mathfrak{h})=$ $-(p-1)$. Then, we can check that the terms from $F_{n}$ and $G_{n}$ coming from the formal integral of the formulas given by Theorem 6.2 have weight $-p^{n}$ and 0 , respectively.

Note also that Lemma 12.3 implies that if $\boldsymbol{t} \in \hat{\mathcal{S}}_{r}$, then $1 / \boldsymbol{t} \in \hat{\mathcal{S}}_{-r}$. Therefore, since the $(n+1)$-st coordinate of $\tau^{*}(1 / \boldsymbol{x})$ is of them form

$$
\frac{-x_{0}^{(n-1) p^{n}} F_{n}+\cdots}{x_{0}^{(n+1) p^{n}}}
$$

where by the induction hypothesis the omitted terms have weight $n p^{n}$, we have that the terms from $F_{n}$ that need to cancel with the omitted terms (i.e., the ones on $x_{0}^{i}$ for $i \geq 2 p^{n-1}$, as described in the algorithm) must also be in $\hat{\mathcal{S}}_{p^{n}}$. Note that this makes $\operatorname{wgt}\left(c_{i}\right)=p^{n}-i p$, and since in this case we have $d_{i}=b^{p^{n}-i p} c_{i}$ (since we take $b_{i}=0$ for $i \geq 1$ ), we get $\operatorname{wgt}\left(d_{i}\right)=0$.

Now suppose we have found a solution for the unknowns, i.e., for $a_{n}$ and the $c_{i}$ 's for $i<2 p^{n-1}$, odd. Since we have that all $b_{i}$ 's are 0, we have that all of these solutions are universal, and therefore their denominators can be taken as powers of $\Delta \mathfrak{h}$, and hence homogeneous. So, we can break these solutions as

$$
\begin{aligned}
a_{n} & =a_{n, 0}+a_{n, 1}, \\
c_{i} & =c_{i, 0}+c_{i, 1}, \text { for } i<2 p^{n-1}, \text { odd },
\end{aligned}
$$

where

$$
\begin{aligned}
a_{n, 0} & \in \mathcal{S}_{-2 p^{n}} \text { and no term of } a_{n, 1} \text { is in } \mathcal{S}_{-2 p^{n}} \\
c_{i, 0} & \in \mathcal{S}_{p^{n}-i p} \text { and no term of } c_{i, 1} \text { is in } \mathcal{S}_{p^{n}-i p} .
\end{aligned}
$$

Hence, we can rewrite Eq. (8.1) as

$$
\begin{aligned}
& 2\left(b^{2 p^{n}}-a^{p^{n}} y_{0}^{2 p^{n}}\right) x_{0}^{p^{n}}\left(\sum_{\substack{i<2 p^{n-1} \\
i \text { odd }}}\left(c_{i, 0}+c_{i, 1}\right) x_{0}^{i p}\right) \\
& \quad+2\left(1-a^{p^{n}} x_{0}^{2 p^{n}}\right) y_{0}^{p^{n}}\left(\sum_{\substack{i<2 p^{n-1} \\
i \text { odd }}} b^{p^{n}-i p}\left(c_{i, 0}+c_{i, 1}\right) x_{0}^{i p}\right)-\left(a_{n, 0}+a_{n, 1}\right) x_{0}^{2 p^{n}} y_{0}^{2 p^{n}}=\cdots,
\end{aligned}
$$

where all the omitted terms were previously known and are homogeneous of weight 0 . Since the weights have to balance, we must have that

$$
\begin{aligned}
& 2\left(b^{2 p^{n}}-a^{p^{n}} y_{0}^{2 p^{n}}\right) x_{0}^{p^{n}}\left(\sum_{\substack{i<2 p^{n-1} \\
i \text { odd }}} c_{i, 0} x_{0}^{i p}\right) \\
&+2\left(1-a^{p^{n}} x_{0}^{2 p^{n}}\right) y_{0}^{p^{n}}\left(\sum_{\substack{i<2 p^{n-1} \\
i \text { odd }}} b^{p^{n}-i p} c_{i, 0} x_{0}^{i p}\right)-a_{n, 0} x_{0}^{2 p^{n}} y_{0}^{2 p^{n}}=\cdots,
\end{aligned}
$$

with the same omitted terms as above, and

$$
\begin{aligned}
& 2\left(b^{2 p^{n}}-a^{p^{n}} y_{0}^{2 p^{n}}\right) x_{0}^{p^{n}}\left(\sum_{\substack{i<2 p^{n-1} \\
i \text { odd }}} c_{i, 1} x_{0}^{i p}\right) \\
&+2\left(1-a^{p^{n}} x_{0}^{2 p^{n}}\right) y_{0}^{p^{n}}\left(\sum_{\substack{i<2 p^{n-1} \\
i \text { odd }}} b_{0}^{p^{n}-i p} c_{i, 1} x_{0}^{i p}\right)-a_{n, 1} x_{0}^{2 p^{n}} y_{0}^{2 p^{n}}=0 .
\end{aligned}
$$

But this means that $a_{n, 0}$ and the $c_{i, 0}$ 's also give a solution. But since the solution is unique, we must have that $a_{n, 1}=0$ and the $c_{i, 1}=0$ for all $i<2 p^{n-1}$ odd. Thus, we have that $a_{n} \in \mathcal{S}_{-2 p^{n}}$ and $c_{i} \in \mathcal{S}_{p^{n}-i p}$, and hence $F_{i} \in \hat{\mathcal{S}}_{p^{n}}$ and $G_{i} \in \hat{\mathcal{S}}_{0}$.

Note that all other possible formulas that are modular of the corresponding weight can be obtained for the $(n+1)$-st coordinate with an isomorphisms given by $\boldsymbol{\lambda}=\left(1,0,0, \ldots, \lambda_{n}\right)$, where $\lambda_{n} \in \mathcal{S}_{0}$, and if we want the formulas to remain universal, we also need $\lambda_{n} \in \mathbb{U}$.

Acknowledgments. Computations mentioned in the text were done with MAGMA.
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