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Abstract. Let j0 7→ (j0, J1(j0), J2(j0), . . .) be the map that takes the j-invariant of an

ordinary elliptic curve in characteristic p to the j-invariant of its canonical lifting over the

ring of Witt vectors. We have that Ji ∈ Fp(X), and in this paper we describe how to

derive these rational functions from the modular polynomial in an efficient way and give

more precise description of the numerators and denominators of the reduced forms of these

functions. In particular, upper bounds are given for the order of their poles.

1. Introduction

Let k be a perfect field of characteristic p > 0 and W(k) be the ring of Witt vectors

over k. Then, given an ordinary elliptic curve E/k, there is a unique elliptic curve (up to

isomorphism), say E/W(k), which reduces to E modulo p and for which we can lift the

Frobenius. E is then called the canonical lifting of E. (See, for instance, [2] or [12].) Hence,

given an ordinary j-invariant j0 ∈ k, the canonical lifting gives us a unique j ∈ W(k).

Therefore, if kord denotes the set of ordinary values of j-invariants in k, then we have

functions Ji : kord → k, for i = 1, 2, 3, . . ., such that the j-invariant of the canonical lifting

of an elliptic curve with j-invariant j0 ∈ kord is (j0, J1(j0), J2(j0), . . .).

B. Mazur asked about the nature of these functions Ji. Partial answers were given in [4],

[6], and [7]. Before we can quote the main results of these references, we need a little more

notation.

Let

Sp(X)
def
=

ssp(X)

Xδ(X − 1728)ε
,

where

ssp(X)
def
=

∏
j supersing.

(X − j)

is the supersingular polynomial (as in, for instance, [3]),

δ
def
=

0, if p ≡ 1 (mod 6);

1, if p ≡ 5 (mod 6);
and ε

def
=

0, if p ≡ 1 (mod 4);

1, if p ≡ 3 (mod 4).
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Hence, Sp(X) ∈ Fp[X], and Sp(0), Sp(1728) 6= 0. (See, for instance, [3].) Also, let

ι =

1, if p 6= 31;

2, if p = 31.

In [4], [6], and [7], the following results were proven:

Theorem 1.1. We have Ji(X) ∈ Fp(X). More precisely, if p ≥ 5, Ji = Fi/Gi, with

Fi, Gi ∈ Fp[X], (Fi, Gi) = 1, Gi monic, and ri = (i−1)pi−1, then, for i ∈ {1, 2, 3}, we have:

(1) degFi − degGi = pi − ι;
(2) Gi = Sp(X)ip

i−1+(i−1)pi−2 · Hi, where H1 = 1, H2 = (X − 1728)εr2, and H3 =

Xδp2 · (X − 1728)t for some t ∈ {0, . . . , εr3}.

Also, in the above references, explicit and “simplified” (in a sense to be made precise

later) expressions for Ji based on the modular polynomial Φp(X,Y ), for i ∈ {1, 2, 3} are

given. (In fact, the above theorem is derived from these expressions.) The main goals here

are to extend the theorem above for i > 3 and give a general simplified expression for Jn.

Although we need some more notation to give this expression, which is done in Section 3,

we can state now the generalization of Theorem 1.1:

Theorem 1.2. Let p ≥ 5, Ji = Fi/Gi, with Fi, Gi ∈ Fp[X], (Fi, Gi) = 1, and Gi monic.

Also, let ri = (i − 1)pi−1, si = ((i − 3)pi + ipi−1)/3 and s′i = max{0, si}. Then, for all

i ∈ Z>0 we have:

(1) degFi − degGi = pi − ι;
(2) Gi = Sp(X)ip

i−1+(i−1)pi−2 ·Hi, where Hi | Xδs′i · (X − 1728)εri.

It should be observed that, unlike for i = 1, 2, we don’t have an exact formula for Hi. In

fact, it is not hard to see that if δ = 1 and i > 3, then we actually have that the pole of

Ji at X = 0 of order strictly less than si. For poles at X = 1728, examples show that the

orders of poles seem also to be always strictly less than ri if i > 2 and ε = 1. So, there still

some room for improvement.

We now give a brief description of the following sections. In Section 2 we review the

Greenberg transform and give a formula for it, as derived in [5]. (Quite a bit of notation is

introduced in this section.) In Section 3 we apply the formula for the Greenberg transform

to obtain the desired formula for Jn. In Section 4 we introduce some lemmas that will

help with the proof of Theorem 1.2, while in Sections 5 and 6 we prove items 1 and 2,

respectively, from the theorem.
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2. The Greenberg Transform

The Greenberg transform is crucial to the proof of the main results. In this section we

briefly review it. (See also [10] and [8].) We will assume throughout that k is a perfect field

of characteristic p.

Definition 2.1. Let f(x,y) ∈ W(k)[x,y]. If we replace x and y by (x0, x1, . . .) and

(y0, y1, . . .), seen as Witt vectors of unknowns, and expand the resulting expression us-

ing sums and products of Witt vectors, we obtain a Witt vector (f0, f1, . . .), with fi ∈
k[x0, . . . , xi, y0, . . . , yi]. This resulting vector is called the Greenberg transform of f and

will be denoted by G (f).

Moreover, if

C/W(k) : f(x,y) = 0,

we define the Greenberg transform G (C) of C to be the (infinite dimensional) variety over

k defined by the zeros of the coordinates of G (f).

It is clear from the definition that there is a bijection between C(W(k)) and G (C)(k).

In [5] a formula for the Greenberg transform is given. Although rather involved, it will

be our main tool. Before we can give this formula, quite a bit of notation is necessary.

We start with some notation regarding Witt vectors.

Definition 2.2. (1) We denote by π the reduction modulo p map, i.e., π((a0, a1, . . .)) =

a0.

(2) Let a ∈ k. Then, the Teichmüller lift of a is the Witt vector τ(a)
def
= (a, 0, 0, . . .).

(Hence, τ is a section of π and when restricted to k× yields a group homomorphism.)

(3) Define τ(k)
def
= {(a0, 0, 0, . . .) ∈W(k) : a0 ∈ k}. (This is a multiplicative set. E.g.,

if k = Fq, than τ(k) is made of all (q − 1)-th roots of unity and zero.)

(4) Let a ∈W(k). Define ξk(a), for k ∈ Z≥0, as the unique element of τ(k) such that

a =
∑∞

k=0 ξk(a)pk. (This is well defined since W(k) is a strict p-ring and τ(k) is a

complete set of representatives of k = W(k)/(p) in W(k).)

With the notation above, we have

a =
∞∑
k=0

ξk(a)pk = (π(ξ0(a)), π(ξ1(a))p, π(ξ2(a))p
2
, . . .) (2.1)

and

(a0, a1, . . .) =

∞∑
k=0

τ(ak)
1/pkpk. (2.2)

(Remember we are assuming that k is perfect.)

We shall also need some auxiliary recursively defined functions.
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Definition 2.3. Let p be a prime. Define η0(X1, . . . , Xr)
def
= X1 + · · ·+Xr ∈ Q[X1, . . . , Xr],

and recursively for k ≥ 1

ηk(X1, . . . , Xr)
def
=

Xpk

1 + · · ·+Xpk
r

pk
−
k−1∑
i=0

ηi(X1, . . . , Xr)
pk−i

pk−i
. (2.3)

Also, define ηk(X1) = 0 for k ≥ 1.

By Corollary 5.7 from [5], we have that ηi(X1, . . . , Xr) ∈ Z[X1, . . . , Xr] for all i.

Definition 2.4. If g ∈W(k)[x,y] is given by g =
∑

i,j ai,jx
iyj , then we write

ξk(g)
def
=
∑
i,j

ξk(ai,j)x
iyj ,

with ξk as in Definition 2.2. (Hence, g ≡
∑r

k=0 ξk(g)pk (mod pr+1).) Furthermore, define

g(i,j) def
=

1

i!j!

∂i+j

∂xi∂yj
g and gi,j,k

def
= ξk(g

(i,j)).

Definition 2.5. We define Di,j
k,n to be the coefficient of tk in

(txp
n−1

1 + t2xp
n−2

2 + · · ·+ tnxn)i(typ
n−1

1 + t2yp
n−2

2 + · · ·+ tnyn)j .

(E.g., if n ≥ 2, then D1,2
4,n = 2xp

n−1

1 yp
n−1

1 yp
n−2

2 +xp
n−2

2 y2pn−1

1 .) Furthermore, we shall denote

Di,j
k,n,l

def
= ξl(D

i,j
k,n).

Note that if k < r (and r ≥ i), then Di,r−i
k,n = 0 and if k 6= 0, then D0,0

k,n = 0.

Definition 2.6. If v1 and v2 are finite vectors, we denote by v1 � v2 the concatenation of

these vectors, i.e.,

(a1, . . . , am)� (b1, . . . , bn) = (a1, . . . , am, b1, . . . , bn).

Moreover, if f is a polynomial (possibly in many variables), we write vec (f) for the vector

that contains the terms of f (after some choice of order for the monomials). It is important

to observe that we are assuming that the terms are reduced, i.e., if f = 1 +X + 2X, then

vec (f) = (1, 3X), not (1, X, 2X).

Definition 2.7. Let f ∈W(k)[x0,y0]. Then, for a given n ≥ 0, let

(Gn,1, . . . ,Gn,Nn)
def
=

n⊙
r=0

r⊙
i=0

n⊙
j=r

j⊙
k=r

vec
(

(fσ
n
)i,r−i,n−j(x

pn

0 ,yp
n

0 )Di,r−i
k,n,j−k

)
.

(The ordering of the concatenations is not important.) Also, recursively, if n > 1, define

Gn,Nn+i+1
def
= ηn−i(Gi,1, . . . ,Gi,Ni+i),
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for i ∈ {0, . . . , (n− 1)}. Then, define,

fn
def
=

Nn+n∑
i=1

Gn,i,

and Gn
def
= (Gn,1, . . . ,Gn,Nn+n).

Then, with the notation above, Theorem 6.4 from [5] gives the desire formula for the

Greenberg transform:

Theorem 2.8. With the notation above, we have that G (f) = (f0, f1, . . .), where fn is the

reduction modulo p of

fn =

Nn+n∑
i=1

Gn,i =

n∑
r=0

r∑
i=0

n∑
j=r

j∑
k=r

(fσ
n
)i,r−i,n−j(x

pn

0 ,yp
n

0 )Di,r−i
k,n,j−k +

n−1∑
i=0

ηn−i(Gi). (2.4)

3. A Simplified Formula for Jn

By Theorem 3 of [12], we have that if (j0, J1, J2, . . .) is the j-invariant of the canonical

lifting of the curve with j-invariant j0, then

Φp((j0, J1, J2, . . .), (j
p
0 , J

p
1 , J

p
2 , . . .)) = 0, (3.1)

where Φp(X,Y ) is the (classical) modular polynomial. Together with the formula for the

Greenberg transform (Theorem 2.8 above), one can immediately deduce a formula for Jn

(in terms of the modular polynomial). On the other hand, we need some improvements in

this first immediate formula.

So, from now on we will let f = Φp. We will use the notation Gn,i and Gn associated

with this particular choice of f .

Definition 3.1. For a given n ≥ 0, let Hn = (Hn,1, . . . ,Hn,Nn)
def
= (Gn,1, . . . ,Gn,Nn) and

hn =

Nn∑
i=1

Hn,i =

n∑
r=0

r∑
i=0

n∑
j=r

j∑
k=r

(fσ
n
)i,r−i,n−j(x

pn

0 ,yp
n

0 )Di,r−i
k,n,j−k.

Also, let hn be the reduction modulo p of hn and we shall use the over bar to denote further

reductions modulo p, e.g., H̄n denotes the reduction modulo p of Hn.

The following theorem gives the desired simplification.
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Theorem 3.2. Let p ≥ 3 and

J̄
(l)
i,1

def
= ηi(H̄l)

J̄
(l)
i,2

def
= ηi(ηl−1(Ḡ1), . . . , η1(Ḡl−1))

J̄
(l)
i,3

def
= ηi(hl, ηl−1(Ḡ1) + · · ·+ η1(Ḡl−1)).

For i > 1, let for j ∈ {1, . . . , (i− 1)},

J̄
(l)
i,3+j

def
= ηj(J̄

(l)
i−j,1, . . . , J̄

(l)
i−j,i−j+2).

Then, ηi(Ḡl) ≡
∑i+2

j=1 J̄
(l)
i,j (mod xp0 − y0). In particular, ηi(Ḡ1) ≡ ηi(H̄1) (mod xp0 − y0) for

all i ≥ 1.

Note that the congruences above will actually yield equalities when we replace xi = Ji

and yi = Jpi , as necessary when using Eq. (3.1).

This theorem is a consequence of the Proposition 5.4 from [5], which we state below:

Proposition 3.3. Let v = (a1, . . . , am) and w = (b1, . . . , bn). For any i ≥ 1, let

Mi,1 = ηi(v), Mi,2 = ηi(w),

Mi,3 = ηi(a1 + · · ·+ am, b1 + · · ·+ bn),

and, recursively for i > 1, define

Mi,3+j = ηj(Mi−j,1, . . . ,Mi−j,i−j+2)

for j ∈ {1, . . . , i− 1}. Then,

ηi(v � w) =
i+2∑
j=1

Mi,j .

We can now prove the Theorem:

Proof of Theorem 3.2. Firstly, by Lemma 5.1 from [7], since p ≥ 3 we have that ηi(Ḡ0) ≡ 0

(mod xp0 − y0) for all i ≥ 1.

Let v = H̄l and w = (ηl(Ḡ0), . . . , η1(Ḡl−1)). Then, we have that Ḡl = v � w.

By Proposition 3.3, it suffices to prove that J̄
(l)
j,k ≡ Mj,k (mod xp0 − y0) (with Mj,k from

Proposition 3.3 with our v and w above). We prove this by induction on i.

Since ηl(Ḡ0) ≡ 0 (mod xp0 − y0), we have Mi,j ≡ J̄
(l)
i,j for j ∈ {1, 2, 3} for any i. In

particular, the statement immediately follows for i = 1.

Now, if J̄
(l)
j,k ≡Mj,k (mod xp0 − y0) for j < i, then for j ∈ {1, . . . , (i− 1)} we have

Mi,3+j = ηj(Mi−j,1, . . . ,Mi−j,i−j+2) ≡ ηj(J̄(l)
i−j,1, . . . , J̄

(l)
i−j,i−j+2) = J̄

(l)
i,3+j (mod xp0 − y0),



COORD. OF THE j-INV. OF THE CAN. LIFT. 7

which finishes the proof. �

We introduce some more notation.

Definition 3.4. We define:

(1) If g(x0,y0) ∈W(k)[x0,y0], then we denote by gi,j,k the reduction modulo p of gi,j,k

(with the notation of Definition 2.4).

(2) Given a polynomial f ∈ k[x0, , . . . , xn, y0, . . . , yn], we shall write f ′ for f(J0, . . . , Jn, J
p
0 , . . . , J

p
n).

(E.g., Ḡ′i,j is the value of Ḡi,j when xt is replaced by Jt and yt is replaced by Jpt for

all t.)

(3) We denote by Ei,jk,n,l the evaluation of the reduction modulo p of Di,j
k,n,l (as in Defi-

nition 2.5) when xt is replaced by Jt(X) and yt is replaced by Jt(X)p.

(4) Let Īi,j
def
= ηi(Ḡ

′
j).

We can now give the formula for Jn.

Theorem 3.5. Let p ≥ 3, f = Φp, and

In
def
= f0,0,n(Xpn , Xpn+1

) +

n−1∑
j=1

f0,1,n−j(X
pn , Xpn+1

)Jp
n−j+1

j

n−1∑
j=1

f1,0,n−j(X
pn , Xpn+1

)Jp
n−j

j −
n∑
k=2

E1,1
k,n,n−k+

n−1∑
r=2

r∑
i=0

n−1∑
j=r

j∑
k=r

fi,r−i,n−j(X
pn , Xpn+1

)Ei,r−ik,n,j−k. (3.2)

Then, we have

Jpn = − 1

(Xp2 −X)pn

[
In +

n−1∑
i=0

Īn−i,i

]
. (3.3)

(Note that this formula is simplified if one uses Theorem 3.2 to compute
∑n−1

i=0 Īn−i,i.)

Proof. By Eq. (3.1), we just need to apply Theorem 2.8 to Φp((j0, J1, . . .), (j
p
0 , J

p
1 , . . .)).

First, observer that since f has integral coefficients, we have that fσ
n

= f . Then,

evaluating fn (from Theorem 2.8) at x = (X, J1(X), . . .) and y = (Xp, J1(X)p, . . .) and

reducing modulo p, we obtain

n∑
r=0

r∑
i=0

n∑
j=r

j∑
k=r

fi,r−i,n−j(X
pn , Xpn+1

)Ei,r−ik,n,j−k +
n−1∑
i=0

Īn−i,i = 0. (3.4)

When r = 0, the first sum of (3.4) gives only the term f0,0,n(Xpn , Xpn+1
), since D0,0

k,n,j−k =

0 if k 6= 0, or if k = 0 and j 6= k. So, the part of Eq. (3.4) from r = 0 is only

f0,0,n(Xpn , Xpn+1
).
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We now look at r = 1. We have that D0,1
k,n = yp

n−k

k and D1,0
k,n = xp

n−k

k . So, D0,1
k,n,0 = yp

n−k

k ,

D1,0
k,n,0 = xp

n−k

k , and D0,1
k,n,j−k = D1,0

k,n,j−k = 0 if k < j. So, the terms with r = 1 from the

first (nested) sum of Eq. (3.4) are

n∑
j=1

f0,1,n−j(X
pn , Xpn+1

)Jp
n−j+1

j +
n∑
j=1

f1,0,n−j(X
pn , Xpn+1

)Jp
n−j

j . (3.5)

For j = n we get the terms involving Jn. By Kronecker’s relation (i.e., f(X,Y ) = (Xp −
Y )(X − Y p)), we get that f0,1,0(Xpn , Xpn+1

) = (Xp2 − X)p
n

and f1,0,0(Xpn , Xpn+1
) = 0.

So, Eq. (3.5) is equal to

(Xp2 −X)p
n
Jpn +

n−1∑
j=1

f0,1,n−j(X
pn , Xpn+1

)Jp
n−j+1

j +

n−1∑
j=1

f1,0,n−j(X
pn , Xpn+1

)Jp
n−j

j . (3.6)

We now look at r = 2. First, observe that f0,2,0 = f2,0,0 = 0, and f1,1,0 = −1. So, the

term with r = 2 in the first sum of Eq. (3.4) is:

2∑
i=0

n−1∑
j=2

j∑
k=2

fi,2−i,n−j(X
pn , Xpn+1

)Ei,2−ik,n,j−k −
n∑
k=2

E1,1
k,n,n−k. (3.7)

Finally, for r ≥ 3, we have that fi,r−i,0 = 0 for all r and i in their given ranges. Thus,

the part with r ≥ 3 of Eq. (3.4) is:

n∑
r=3

r∑
i=0

n−1∑
j=r

j∑
k=r

fi,r−i,n−j(X
pn , Xpn+1

)Ei,r−ik,n,j−k. (3.8)

The result now easily follows. �

It should be noted that, with the observation about the simplification in the statement,

Theorem 3.5 is the generalization of the formulas for Ji for i = 1, 2, 3, given in [4], by

Theorem 9.1 from [6], and by Theorem 5.5 from [7] respectively. As observed in this last

reference, great gains are indeed obtained in computations when using the simplifications of

Theorem 3.2. (On the other hand, note also that, with Theorem 1.2, one can also compute

the Jn’s using interpolation.)

4. Some Lemmas

In this section we will introduce some lemmas necessary for the proof of Theorem 1.2.

The proof of is done by looking at order of zeros and poles of Jn. Hence, we need to look

at valuations of the terms that appear in Eq. (3.3). Clearly the most troublesome part is∑n−1
i=0 Īn−i,i. The next two lemmas help us deal with those.
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Lemma 4.1. Let v be a valuation on Fp(X) such that v(a) = 0 for all a ∈ F×p . Then, if

v0 < 0 and v
def
= (a1, . . . , an) ∈ Fp(X)n with v(ai) ≥ v0 for all i, we have that v(ηj(v)) > pjv0

for j ≥ 1.

Proof. From definition of ηj , a simple induction gives that, for j ≥ 1, the polynomial

ηj(X1, . . . , Xr) has degree on each variable Xi strictly less than pj . The lemma then easily

follows. �

Lemma 4.2. Let p ≥ 3 and v be a valuation on Fp(X) such that v(a) = 0 for all a ∈ F×p .

Then, if v(H̄′l,j) ≥ plv0, with v0 < 0, for all j, then v(Īi,l) > pl+iv0 for i ≥ 1. (Remember,

Īi,l = ηi(Ḡ
′
l).)

Proof. By Theorem 3.2, we have that Īi,l = ηi(Ḡ
′
l) =

∑i+2
j=1(J̄

(l)
i,j)
′, it suffices to show that

v((J̄
(l)
i,j)
′) > pl+iv0.

We first prove that if v((J̄
(l)
t,j)
′) > pl+tv0 for all t < i (and hence v(Īt,l) > pl+tv0), we also

have, v((J̄
(l)
i,j)
′) > pl+iv0.

Indeed, by Lemma 4.1, we have that for j ∈ {1, . . . , (i− 1)} that

v((J̄
(l)
i,3+j)

′) = v(ηj((J̄
(l)
i−j,1)′, . . . , (J̄

(l)
i−j,i−j+2)′)) > pl+iv0.

Moreover, we have v((J̄
(l)
i,1)′) = v(ηi(H̄

′
l)) > pl+iv0 (by hypothesis),

v((J̄
(l)
i,2)′) = v(ηi(ηl−1(Ḡ′1), . . . , η1(Ḡ′l−1)))) = v(ηi(Īl−1,1, . . . , Ī1,l−1)) > pl+iv0,

and since hl =
∑

j H̄l,i, we have

v((J̄
(l)
i,3)′) = v(ηi(h

′
l, Īl−1,1 + · · ·+ Ī1,l−1)) > pl+iv0.

Thus, by induction, it suffices to prove that v((J̄
(l)
1,j)
′) > pl+1v0, i.e., the case i = 1. We

prove this by induction on l.

For l = 1, we have v((J̄
(1)
1,1)′) = v(η1(H̄′1)) > p2v0 by hypothesis and Lemma 4.1. Also,

(J̄
(1)
1,2)′ = (J̄

(1)
1,3)′ = 0. Therefore, the statement is true for l = 1.

So, suppose now that v((J̄
(k)
1,j )
′) ≥ pk+1v0 for all k < l. Then, v((J̄

(l)
1,1)′) = v(ηl(H̄

′
1)) >

pl+1v0 again by hypothesis and Lemma 4.1. Now, since hl =
∑

j H̄l,i and ηi(Ḡ
′
k) =∑i+2

j=1(J̄
(k)
i,j )′, we also have v((J̄

(l)
1,j)
′) > pl+1v0 for j = 2, 3, finishing the proof. �

Since we also need to look at degrees of the fi,j,k’s (in Eq. (3.2)), we shall need the

following lemma.

Lemma 4.3. Let f = Φp. Then

f(x,y) = xp+1 + yp+1 − xpyp +

p−1∑
k=0

gk(x)yk, where deg gi < p, (4.1)
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and

deg f i,j(x
pn ,xp

n+1
) ≤ pn+2 − (j − 1)pn+1 − ipn.

Proof. The first part is well known. For instance, one can use Theorem 5.3 of [11] together

with Kronecker’s congruence relation.

The second part follows from the first. We have:

f i,j(x
pn ,xp

n+1
) = δj,0

(
p+ 1

i

)
xp

n+1−(i−1)pn + δi,0

(
p+ 1

j

)
xp

n+2−(j−1)pn+1

−
(
p

i

)(
p

j

)
xp

n+2−(j−1)pn+1−ipn +

p−1−j∑
k=0

(
k + j

j

)
g

(i)
k+j(x

pn)

i!
xkp

n+1
,

where δi,j is the Kronecker delta function. The result then immediately follows. �

We also have the following trivial lemma that we need for looking at valuations of terms

in Ei,r−ik,n,j−k:

Lemma 4.4. We have

Di,r−i
k,n =

k∑
k1=r

 ∑
i1+i2+···+in=i

i1+2i2+···+nin=k1

xp
n−1i1

1 xp
n−2i2

2 · · ·xinn


 ∑

j1+j2+···+jn=r−i
j1+2j2+···+njn=k−k1

yp
n−1i1

1 yp
n−2i2

2 · · ·yinn

 .

Moreover, if k < n or i, (r − i) 6= 0, then the terms in xn and yn can be omitted, i.e., we

must have in = jn = 0.

After possible reindexing, notice we may write (with In as in Eq. (3.2))

In =

Nn∑
j=3

H̄′n,j ,

H̄′n,1 = −XpnJpn, and H̄′n,2 = Xpn+2
Jpn. We shall keep this notation from now on.

We can now introduce the main lemma used in the proof of Theorem 1.2.

Lemma 4.5. Let p ≥ 3 and v be a valuation on Fp(X) such that v(a) = 0 for all a ∈ F×p .

Suppose that for given n0, n > n0, and sequence of real numbers {vi}i≥n0 the following

conditions are satisfied:

(1) If k < n0 we have that v(H̄′k,i) ≥ 0 for all i and v(H̄′n0,i
) ≥ 0 for all i ≥ 3.

(2) vn0+1 < 0 and vi < pvi−1 for any i > n0.

(3) v(H̄′l,t) ≥ vl for t ∈ {3, . . . , Nl} if n0 < l ≤ n.

(4) v(Jl) ≥ (vl − pl v(Xp2 −X))/p if n0 ≤ l < n.

(5) pn+e v(X) + pn−lvl − pn v(Xp2 −X) ≥ vn for e = 0, 2 if n0 ≤ l < n.
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Then, we have that v(Jn) ≥ (vn − pn v(Xp2 −X))/p.

Moreover, if further there exists a unique t0 ∈ {3, . . . , Nn} such that v(H̄′n,t0) = vn, then

v(Jn) = (vn − pn v(Xp2 −X))/p.

Proof. By conditions 4 and 5, we have for n0 ≤ l < n that

v(Xpl+e
Jpl ) ≥ pl+e v(X) + vl − pl v(Xp2 −X)) ≥ pl−nvn

for e = 0, 2. Since vn < 0, condition 1 together with the previous argument gives us that

v(H̄′l,t) ≥ pl−nvn for t = 1, 2 for all l < n. Since by condition 2 we also have vl > pl−nvn,

by conditions 1 and 3 and using Lemma 4.2, we have v(Īn−i,i) > vn for i ∈ {0, . . . , n− 1}.
Now, Eq. (3.3) can be written as

−(Xp2 −X)p
n
Jpn =

Nn∑
t=3

H̄′n,t +
n−1∑
i=0

Īn−i,i.

By the argument above and condition 3 (with l = n), we have v(Jn) ≥ (vn − pn v(Xp2 −
X))/p.

The final observation on the statement also can easily be seen from the analysis above

with the due restrictions. �

5. Proof of Item 1 of Theorem 1.2

We are now ready to prove item 1 of Theorem 1.2. To simplify the exposition we introduce

one extra simple lemma.

Lemma 5.1. Let 0 ≤ i ≤ r ≤ n and assume that:

j1 + · · ·+ jn−1 = i and j1 + · · ·+ jn−1 = r − i,

with it, jt ∈ Z≥0. Then, for r ≥ 2 we have that

n−1∑
t=1

it
pt

+
jt
pt−1

>
1

pn−1
.

Proof. We have:

n−1∑
t=1

it
pt

+
jt
pt−1

≥
n−1∑
t=1

it
pn−1

+
jt
pn−2

≥
n−1∑
t=1

it
pn−1

+
jt
pn−1

=
r

pn−1
>

1

pn−1
.

�

Let v∞ be the valuation on Fp(X) given by the order of zero at infinity. Then, item 1 of

Theorem 1.2, namely degFn− degGn = pn− ι, is equivalent to v∞(Jn) = −(pn− ι), which

is what we shall prove below.
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Let vn
def
= −(pn+2+pn+1−ιp). We will use induction on n to show that v∞(Jn) = −(pn−ι)

and v(H̄′n,t) ≥ vn for t ∈ {3, . . . , Nn}. For n = 1 the results hold, as observed in [1]. (Note

that H̄′1 = Ḡ′1 = vec
(
f0,0,1(Xp, Xp2)

)
.)

So, suppose that v(H̄′l,t) ≥ vl for t ∈ {3, . . . , Nl} and v∞(Jl) = −(pl − ι) if 1 ≤ l < n.

With these assumptions and with vn as given, we are in the conditions of Lemma 4.5 with

n0 = 1.

Thus, by the lemma, we only need to verify the special case of condition 3, i.e., v∞(H̄′n,t) ≥
−(pn+2 + pn+1 − ιp) for t ∈ {3, . . . , Nn}, and equality occurs for exactly one t.

By Lemmas 4.4 and 5.1 (and using the notation of the former), we have that if r ≥ 2,

then the valuation v∞ of a non-zero summand of Ei,r−ik,n,j−k, for k < n, or for i, (r− i) 6= 0, is

−
n−1∑
t=1

itp
n−t(pt − ι) + jtp

n−t+1(pt − ι)

= −pn
[
n−1∑
t=1

it + pjt

]
+ ιpn

[
n−1∑
t=1

it
pt

+
jt
pt−1

]

= −(r − i)pn+1 − ipn + ιpn

[
n−1∑
t=1

it
pt

+
jt
pt−1

]
> −(r − i)pn+1 − ipn + ιp.

In particular, if H̄′n,t comes from E1,1
k,n,n−k (and hence r = 2, i = (r − i) = 1), we have

that

v∞(H̄′n,t) > −pn+1 − pn + ιp.

Also, by Lemma 4.3, we have, the valuation of any non-zero term of fi,r−i,n−j(X
pn , Xpn+1

)

is greater than or equal to −(pn+2 − (r − i − 1)pn+1 − ipn). Hence, a term H̄′n,t from

fi,r−i,n−j(X
pn , Xpn+1

)Ei,r−ik,n,j−k, with r ≥ 2 and k < n (as in Eq. (3.2)), is also such that

v∞(H̄′n,t) ≥ −pn+1 − pn + ιp.

Finally, we also have:

• v∞(H̄′n,t) ≥ −pn+2, if H̄′n,t comes from f0,0,n(Xpn , Xpn+1
) (by Eq 4.1);

• v∞(H̄′n,t) ≥ −(pn+2 + pn+1 − ιpn−j+1) ≥ −(pn+2 + pn+1 − ιp2), if H̄′n,t comes from

(f0,1,n−j(X
pn , Xpn+1

)Jp
n−j+1

j with j < n;

• v∞(H̄′n,t) ≥ −(pn+2 + pn+1 − ιpn−j) ≥ −(pn+2 + pn+1 − ιp), if H̄′n,t comes from

f1,0,n−j(X
pn , Xpn+1

)Jp
n−j

j with j < n.

Note that the last equality can only occur if j = (n − 1). The corresponding term comes

from f1,0,1(Xpn , Xpn+1
)Jpn−1. But, by Eq. (4.1), we have that deg f1,0,1(Xpn , Xpn+1

) =
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pn+2 + pn+1− pn, and hence v∞(H̄′n,t) = −(pn+2 + pn+1− ιp) for exactly one term (coming

from f1,0,1(Xpn , Xpn+1
)Jpj ), which finishes the proof.

6. Proof of Item 2 of Theorem 1.2

We will now prove the item 2 of Theorem 1.2. First observe that Gn cannot have a zero

in any ordinary value, as Jn must be regular at that value. In particular, the cases when δ

or ε is zero follows immediately. Thus, from this point on, we will only consider the cases

when δ and ε are equal to one.

So, let v0, v1728, w be the orders of zero at 0, 1728, and a root of Sp(X) respectively.

Then, to prove item 2 of Theorem 1.2, we need to prove the following:

• v0(Jn) ≥ pn−2(n(−p2 − p)/3 + p2) (when δ = 1);

• v1728(Jn) ≥ pn−2(−pn+ p) (when ε = 1);

• w(Jn) = pn−2(n(−p− 1) + 1);

To deal with these three cases at once, we let v denote a valuation on Fp(X) such that

v(a) = 0 for all a ∈ F×p , v(X) ≥ 0, v(Xp2 − X) = 1, and v(Jk) ≥ pk−2(αk + β) for some

α < 0 and β > 0 independent of k.

We will again rely on Lemma 4.5, with vn
def
= pn−1(αn+β)+pn in this case. Since α < 0,

the condition 2 from the lemma is satisfied, with n0 = 3 if v = v0, with n0 = 2 if v = v1728,

and with n0 = 1 if v = w.

With the above choice of n0, Theorem 1.1 shows that condition 1 is satisfied.

Condition 5 is equivalent to p v(X) − α ≥ p, and therefore is satisfied for the three

valuations above.

So, let v be one of the valuations above. We then shall prove by induction on n that

v(Jn) ≥ pn−2(αn + β), with equality in the case of v = w, and that for n > n0 we have

v(H̄′n,t) ≥ vn for t ∈ {3, . . . , Nn}, with equality for exactly one t in the case v = w.

If n ≤ n0 and v = v1728 or v = w, then the result holds by Theorem 1.1. If n ≤ n0 and

v = v0, then the result holds for n = 1 by Theorem 1.2 from [6] (which just restates results

from [9]), for n = 2 by Theorem 6.2 from [7], and for n = 3 by Theorem 1.1.

So, let n > n0 and suppose that for all l ∈ {1, . . . , (n−1)} we have v(Jl) ≥ −pl−2(αl+β),

with equality if v = w, and if n0 < l < n we have v(H̄′l,t) ≥ vl for t ∈ {3, . . . , Nl}. Thus,

condition 3 for l < n and condition 4 of Lemma 4.5 are satisfied. Therefore, we only need

to verify the case l = n of condition 3, with special care when v = w.
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By Lemma 4.4 (and using its notation), we have that the valuation v of a non-zero

summand of Ei,r−ik,n,j−k, with either k < n or i, (r − i) 6= 0, is

pn−2
n−1∑
t=1

(αtit + βit) + p(αtjt + βjt)

= pn−2[(αk1 + βi) + p(α(k − k1) + β(r − i))]

= pn−2[αpk + βpr − (p− 1)αk1 − (p− 1)βi]

Hence, if T is a term from Ei,r−ik,n,j−k, then since k1 ∈ {i, . . . , k} and α < 0, we have

v(T ) ≥ pn−2[αpk + βpr − (p− 1)(α+ β)i].

Since i ∈ {0, . . . , r}, we have

v(T ) ≥

pn−1[αk + βr], if α+ β ≤ 0;

pn−2[αpk + (β − (p− 1)α)r], if α+ β > 0.

If k ∈ {r, . . . , n− 1}, then since α < 0 we have

v(T ) ≥

pn−1[α(n− 1) + βr], if α+ β ≤ 0;

pn−2[αp(n− 1) + (β − (p− 1)α)r], if α+ β > 0.

Finally, if r ∈ {2, . . . , n− 1}, then, since α < 0 and β > 0, we have

v(T ) ≥

pn−1[α(n− 1) + 2β], if α+ β ≤ 0;

pn−1[α(n− 1) + β] + pn−2[2(α+ β)− p(2α+ β)], if α+ β > 0.

Therefore, since v(X) ≥ 0, for any H̄′n,t coming from either

n−1∑
r=2

r∑
i=0

n−1∑
j=r

j∑
k=r

fi,r−i,n−j(X
pn , Xpn+1

)Ei,r−ik,n,j−k

or
∑n−1

k=2 E
1,1
k,n,n−k, we have

v(H̄′n,t) ≥

pn−1[α(n− 1) + 2β], if α+ β ≤ 0;

pn−1[α(n− 1) + β] + pn−2[2(α+ β)− p(2α+ β)], if α+ β > 0.

Moreover, a similar analysis gives that terms coming from E1,1
n,n,0 have valuation greater

than or equal to pn−1[α(n− 1) + β] + pn−2[α+ β].

Also, clearly H̄′n,t’s coming from f0,0,n(Xpn , Xpn+1
) have nonnegative valuations. If

it comes from f0,1,n−j(X
pn , Xpn+1

)Jp
n−j+1

j , for j ∈ {1, . . . , (n − 1)}, then it has valua-

tion greater than or equal to pn−1[αj + β] ≥ pn−1[(n − 1)α + β]. And if it comes from
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f1,0,n−j(X
pn , Xpn+1

)Jp
n−j

j , again for j ∈ {1, . . . , (n− 1)}, then it has valuation greater than

or equal to pn−2[αj + β] ≥ pn−2[(n− 1)α+ β].

We now need to deal with the particular valuations.

Case 1: Let v = v0, i.e., n0 = 3, α = −(p2 + p)/3 and β = p2. Then, the analysis above

gives for p ≥ 7

v(H̄′n,t) ≥ pn−1[α(n− 1) + β] + pn−2[2(α+ β)− p(2α+ β)]] ≥ vn

for t ≥ 3. For p = 5, we have

v(H̄′n,t) ≥ pn−1[α(n− 1) + β] ≥ vn

for t ≥ 3.

Case 2: Let v = v1728, i.e., n0 = 2, α = −p and β = p. Then, the analysis above gives

v(H̄′n,t) ≥ pn−1[α(n− 1) + β] + pn−2[α+ β] ≥ vn

for t ≥ 3.

Case 3: Let v = w, i.e., n0 = 1, α = −(p+ 1) and β = 1. Then, the analysis above gives

v(H̄′n,t) ≥ pn−1[α(n− 1) + β] + pn−2[α+ β] ≥ vn

for t ≥ 3. Note that in this case, there is only one term of valuation exactly equal to vn,

namely, the term Jp
n−1

1 Jp
2

n−1 from E1,1
n,n,0, and by the induction hypothesis (with equality in

the valuation of Jj in this case) gives that this term has valuation exactly equal to vn.

The three cases above finish the proof.

References

[1] E. de Shalit. Kronecker’s polynomial, supersingular elliptic curves, and p-adic periods of modular curves.

In p-adic monodromy and the Birch and Swinnerton-Dyer conjecture (Boston, MA, 1991), volume 165

of Contemp. Math., pages 135–148. Amer. Math. Soc., Providence, RI, 1994.

[2] M. Deuring. Die typen der multiplikatorenringe elliptischer funktionenköper. Abh. Math. Sem. Univ.
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