Cauchy problem for a nonlinear wave equation with nonlinear damping and source terms
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1. Introduction

In this paper, we study the Cauchy problem for the nonlinear wave equation with nonlinear damping and source terms

\[ \square u + au_t u_t^{m-1} = bu |u|^{p-1} \quad \text{for } (t,x) \in \mathbb{R} \times \mathbb{R}^n, \]

with initial data

\[ u(0,x) = f(x), \quad u_t(0,x) = g(x). \]

Here \( a, b > 0 \) and \( p > 1, m > 1 \).

In case of IBVP, in a bounded domain \( \Omega \subset \mathbb{R}^n \) with Dirichlet boundary conditions, the following results are known:

1. When \( a = 0 \), it is proved (see [1, 3, 8, 14, 16]) that the solution blows up in finite time for sufficiently large initial data.
2. When \( b = 0 \), Haraux and Zuazua [5] and Kopackova [7] prove the global existence result for large initial data.

The behavior of the solution of Eq. (1.1) with nonlinear source and linear damping (case \( m = 1 \)) in an abstract setting was considered by Levine in [9]. More precisely, he showed that the solutions with negative initial energy are nonglobal.
For bounded domains the interaction between nonlinear damping and source terms for Eq. (1.1) was studied by Georgiev and Todorova [4]. They prove that if $m \geq p$, a global weak solution exists for any initial data, while if $1 < m < p$ the solution blows up in finite time when the initial energy $E(0) = 1/2||\nabla f ||^2_2 + 1/2||g||^2_2 - 1/(p+1)||f||_p^{p+1}$ is sufficiently negative.

Levine and Serrin in [10] consider the abstract version of Eq. (1.1), namely $[P(u_t)]_t + A(u) + Q(t, u_t) = F(u)$, on appropriate Banach spaces, where $Q$ is as a damping term and $F$ is as a driving force. The application of their arguments to the Eq. (1.1) shows that for any negative initial energy $E(0)$ the solution blows up in finite time.

Ikehata [6] and Ohta [12] consider the solutions of the Eqs. (1.1)–(1.2) with small positive initial energy, using the so-called “potential well” theory introduced by Payne and Sattinger in [14]. Using the same functional as in [4], Ono in [13] shows the blow up result for the nonlinear Kirchhoff equation with nonlinear damping and source terms. His result is also a consequence of [10].

In all above treatments the underlying domain is assumed to be bounded. The boundedness of the domain $\Omega$ is essential because of the usage of the boundedness of the injection $L^p(\Omega) \subset L^q(\Omega)$ when $1 \leq q \leq p$. In this paper, we consider the interaction between the nonlinear damping and source terms for the Cauchy problem (1.1)–(1.2) when $a = b = 1$. Let us mention that the special polynomial form of the source and the damping is not essential. The results could be extended to the case of more general nonlinearities under suitable assumptions. The lack of the injection $L^p(\mathbb{R}^n) \subset L^q(\mathbb{R}^n)$ shall be compensated by the usage of a special weighted functional.

We shall restrict ourselves in the case of compactly supported data. This restriction is crucial for the blow-up part of the paper. It is not essential for the global existence part, where it is only due to the usage of a local existence result for compactly supported data. The local existence theorem could be proved removing the requirement for the compact support of the data.

We shall prove the following theorems:

**Theorem 1.** If $p \leq m$ and

$$1 < p \leq \frac{n}{n-2}, \text{ for } n \geq 3, \tag{1.3}$$

$$1 < p, \text{ for } n \leq 2. \tag{1.4}$$

Then, for any compactly supported data

$$f \in H^1(\mathbb{R}^n), \quad g \in L^2(\mathbb{R}^n), \tag{1.5}$$

the Cauchy problem (1.1)–(1.2) has a unique global solution, such that

$$u(t,x) \in C([0,T);H^1(\mathbb{R}^n)),$$

$$u_t(t,x) \in C([0,T);L^2(\mathbb{R}^n)) \cap L^{m+1}([0,T] \times \mathbb{R}^n)$$

for any $T > 0$. 


Theorem 2. Let $1 < m < p$, and let the conditions (1.3)–(1.5) of Theorem 1 be fulfilled. Then the weak solution of (1.1)–(1.2) blows up in finite time if the initial energy $E(0)$ is negative and the additional restriction on $m$, namely $m > np/(n + p + 1)$, is fulfilled. When $1 < m \leq np/(n + p + 1)$, the solution blows up for sufficiently negative initial energy $E(0)$ and $\int fg \, dx \geq 0$.

Let us mention that the requirement $\int fg \, dx \geq 0$ is one of the possible requirements, which together with the essential condition for large negative initial energy $E(0)$ assures the blow up of the solution in the second part of the above blow up Theorem.

In particular, the following Corollary is fulfilled.

Corollary 1.1. Let $1 < m \leq np/(n + p + 1)$. For any compactly supported data $f \in H^1(\mathbb{R}^n)$, $g \in L^2(\mathbb{R}^n)$ with initial energy $E(0) < -1$, after some rescalation with convenient constant $S > 1$, the weak solution of (1.1)–(1.2) (for the data $Sf, Sg$) blows up in finite time.

A natural question arises: could some new effects due to the unboundedness of the domain exist for small $E(0) < 0$ under the “wall” defined by the following inequality $m \leq np/(n + p + 1)$? The new effects mean possible global existence results for small $E(0) < 0$ and $m \leq np/(n + p + 1)$. The blow up result of Levine [9] shows that in case of linear damping new effects coming from the unboundedness of the domain do not exist. In the case of nonlinear damping, we use the following way to overcome the lack of the estimate of the norm $\|u\|_2$. Assume that the global existence results exist for some small $E(0) < 0$ and $m \leq np/(n + p + 1)$. We consider the Eq. (1.1) with an additional decaying linear damping, small $E(0) < 0$ and $m \leq np/(n + p + 1)$. Then, in the above perturbed equation with decaying linear damping, the global existence effects should be manifested even stronger. We shall prove that the solution of the perturbed equation blows up for any negative initial energy $E(0)$. This means that for the Eq. (1.1) there are no new effects coming from the unboundedness of the domain, i.e. the “wall” in Theorem 2 is artificially created.

So, we shall consider the Cauchy problem for the wave equation with nonlinear damping and source terms with decaying linear perturbation of the type $q^2(x)u$

$$\square u + u_t |u|^{m-1} + g^2(x)u = u|u|^{p-1} \quad \text{for } (t,x) \in \mathbb{R} \times \mathbb{R}^n,$$

(1.6)

where $\lim_{|x| \to \infty} g(x) = 0$. More precisely, $g(x)$ is a locally bounded measurable function on $\mathbb{R}^n$, which satisfies

$$q(x) \geq s(1 + |x|)^{-\eta},$$

(1.7)

where $\eta \geq 0$ and $s > 0$. The decay rate $\eta$ of $q(x)$ satisfies the assumption

$$\eta \leq \min \left( \frac{1}{p + 1}, \frac{(p - 1)m}{2(p - m)} \right).$$

(1.8)
For the Cauchy problem (1.6) with decaying linear perturbation we shall prove the following blow up theorem.

**Theorem 3.** Let $1 < m < p$, the conditions (1.3)–(1.5) of Theorem 1 and the Assumptions (1.7)–(1.8) be fulfilled. Then the weak solution of Eq. (1.6) blows up in finite time if the initial energy $E(0)$ is negative.

Very recently the author learned that Levine et al. [11] consider the following IVP:

$$
\Box u + Q(t, x, u_t) = f(u) \quad \text{for } (t, x) \in \mathbb{R} \times \mathbb{R}^n,
$$

with compactly supported data under suitable assumptions for the terms $Q(t, x, u_t)$ and $f(u)$. They establish the blow up result for weak solutions with negative initial energy $E(0)$ when the parameters of the problem (1.9) satisfy additional restrictions. Without these restrictions, the authors prove the blow up of solutions with sufficiently negative initial energy $E(0)$. The question about the nature of these additional restrictions on the parameters of the problem (1.9), i.e. whether they are effects of the unboundedness of the domain or they are created by the methods, is not treated in their paper. As remarked above, some of the results in this paper and their results are overlapping in some respects; the work, however, in both cases is entirely independent.

2. Global existence result for large data

For problem (1.1)–(1.2) we have the following local existence theorem:

**Theorem 4.** Let $m > 1$ and

\[ 1 < p \leq \frac{n}{(n-2)}, \quad \text{for } n \geq 3; \quad 1 < p, \quad \text{for } n \leq 2. \]

Then, for any data $f \in H^1(\mathbb{R}^n)$, $g \in L^2(\mathbb{R}^n)$ with compact support, the Cauchy problem (1.1)–(1.2) has a unique solution, such that

\[ u(t, x) \in C([0, T); H^1(\mathbb{R}^n)), \]

\[ u_t(t, x) \in C([0, T); L^2(\mathbb{R}^n)) \cap L^{m+1}([0, T) \times \mathbb{R}^n) \]

for $T$ small enough.

The proof follows directly from the argument of [4].

**Proof of the global existence Theorem 1.** Once the local existence theorem has been obtained, the continuation principle can be proved as in [15].

Denote

\[ \Phi(t) = \frac{1}{2} \| u_t \|_{2}^{2} + \frac{1}{2} \| \nabla u \|_{2}^{2} + \frac{1}{p+1} \| u \|_{p+1}^{p+1}. \]
Then
\[ \dot{\Phi}(t) = -\|u_t\|_{m+1}^{m+1} + 2 \int uu_t|u|^{p-1} \, dx. \] (2.1)

To estimate the integral in Eq. (2.1) we use the Hölder and Young inequalities and get
\[ \int uu_t|u|^{p-1} \, dx \leq \|u\|_p^p \|u_t\|_{p+1} \leq C(\varepsilon)\|u\|_{p+1}^p + \varepsilon\|u_t\|_{p+1}^{p+1}. \] (2.2)

Now, from the convexity of the function \((u^\gamma)/y\) in \(y\) for \(u \geq 0\) and for \(y > 0\), we obtain
\[ \|u_t\|_{p+1}^{p+1} \leq C_1 \frac{\|u_t\|^2}{2} + C_2 \frac{\|u_t\|_{m+1}}{m+1}, \]

since \(2 \leq p + 1 \leq m + 1\). In the above \(C_1\) and \(C_2\) are positive constants. Then, from Eqs. (2.1) and (2.2), we get
\[ \dot{\Phi}(t) \leq -\|u_t\|_{m+1}^{m+1} + 2C_2\frac{\|u_t\|_{m+1}}{m+1} + 2C_1\varepsilon\frac{\|u_t\|^2}{2} + 2C(\varepsilon)\|u\|_{p+1}^{p+1}. \] (2.3)

Choosing \(\varepsilon\) small enough in Eq. (2.3), we arrive at \(\dot{\Phi}(t) \leq C\Phi(t)\).

Then the Gronwall lemma and the continuation principle complete the proof of the global existence result. \(\Box\)

3. Blow up results

**Proof of the blow up Theorem 2.** For the case of bounded domain \(\Omega\), the functional
\[ W(t) = H(t)^{1-\frac{\beta}{2}} + \varepsilon F(t), \] (3.1)

where
\[ H(t) = -\frac{1}{2}\|u_t\|^2 + \frac{1}{2}\|\nabla u_t\|^2 + \frac{1}{p+1}\|u_t\|_{p+1}^{p+1}, \]
\[ F(t) = \|u_t\|^2 \]

and the constants \(\varepsilon > 0\) and \(0 < \beta < 1\) are conveniently chosen, was used in [4] to manifest the blow up property of the solution.

For the Cauchy problem we shall use the weighed functional
\[ W(t) = (L + t)^d H(t)^{1-\frac{\beta}{2}} + \varepsilon F(t), \] (3.2)

where the constants \(\beta < 1, A > 0\) and \(\varepsilon > 0\) shall be chosen in the sequel. The constant \(L\) is such that \(supp\{f(x), g(x)\} \subseteq \{x| |x| \leq L\}, L > 0\). The weight \((L + t)^d\) is used to compensate the lack of the injection \(L^p(R^n) \subset L^q(R^n)\) when \(1 \leq q \leq p\).
The function $H(t)$ is increasing since from the energy identity we have $\dot{H}(t) = \|u_t\|_{m+1}^{p+1}$. Let $H(0) > 0$. Then

$$0 < H(0) \leq H(t) \leq \|u_t\|_{m+1}^{p+1}.$$  \hspace{1cm} (3.3)

We have

$$\dot{W}(t) = (L + t)^{1/(1 - \beta) - 2} H(t) + 2(L + t)^{-1} H(t) + \varepsilon \dot{F}. \hspace{1cm} (3.4)$$

Thus, using the energy identity, we get

$$\dot{W}(t) \geq (L + t)^{1/(1 - \beta) - 2} \dot{H}(t)$$

$$+ \varepsilon \left[ 4\|u_t\|^2_\infty + 4H(t) + \frac{p-1}{p+1} \|u_t\|_{m+1}^{p+1} - 2 \int uu_t |u_t|^{m-1} \right]. \hspace{1cm} (3.5)$$

To estimate the integral $\int uu_t |u_t|^{m-1}$ we use the Holder inequality, the compact support of the data and the finite speed of propagation for Eq. (1.1). So, we get

$$\int uu_t |u_t|^{m-1} \leq \|u_t\|_{m+1} \|u_t\|_1^{m-1} \leq \|u_t\|_{p+1} \left( \int_{B(L+t)} 1 \right)^{1/s} \|u_t\|_1^{m-1},$$

where

$$1/(m+1) = 1/(p+1) + 1/s$$

and $B(L + t)$ is a ball with radius $L + t$ centered at the origin. Then we have

$$\int uu_t |u_t|^{m-1} \leq C \|u_t\|_{p+1}^{1-(p+1)/(m+1)} \|u_t\|_{p+1}^{(p+1)/(m+1)} (L + t)^{m\alpha} \|u_t\|_1^{m}$$

$$\leq H(t)^{(m-p)/(p+1)(m+1)} (C_\varepsilon (L + t)^{m(m+1)}/[m]) \dot{H}(t) + \varepsilon \|u_t\|_{p+1}^{p+1}). \hspace{1cm} (3.8)$$

In the above estimate we use the Young inequality and the assumption $m < p$. We indicate by $C$ positive constants, which are possibly different from line to line. We choose the positive constant $\alpha < 1/2$ so that $\alpha < (p - m)/(p + 1)(m + 1)$. Let us mention that we shall be diminished additionally in the sequel. Denote $\beta = (m - p)/(p + 1)(m + 1)$ and $\alpha < 0$. Then the properties (3.3) of the function $H(t)$ show that

$$H(t)^{(m-p)/(p+1)(m+1)} = H(t)^{-2} \dot{H}(t)^{\beta} \leq H(t)^{-2} H(0)^{\beta}.$$  

Thus, from Eq. (3.5), it follows that

$$\dot{W}(t) \geq \left[ (L + t)^{1/(1 - \beta) - 2} \dot{H}(t) - \varepsilon C_\varepsilon (L + t)^{m(m+1)/[m]} H(0)^{\beta} \dot{H}(t) \right]^{-2} \dot{H}(t)$$

$$+ \varepsilon \left[ 4\|u_t\|^2_\infty + 4H(t) + \left( \frac{p-1}{p+1} - \varepsilon_1 H(0)^{(m-p)/(p+1)(m+1)} \right) \|u_t\|_{p+1}^{p+1} \right]. \hspace{1cm} (3.9)$$
We choose
\[ A = \frac{n(m+1)}{sm} = \frac{n(p-m)}{(p+1)m} \]  \hfill (3.10)
using Eq. (3.7). The constant $\varepsilon_1$ is fixed so that
\[ \varepsilon_1 H(0)^{(m-p)/(p+1)(m+1)} < \frac{p-1}{p+1} \]  \hfill (3.11)
Respectively, we choose $\varepsilon$ so small that the inequalities
\[ \varepsilon C(\varepsilon_1)H(0)^{\beta} < \frac{1}{4} \]  \hfill (3.12)
and
\[ W(0) = L^4 H(0)^{1-\varepsilon} + \varepsilon \dot{F}(0) > 0 \]  \hfill (3.13)
are fulfilled.
Finally, we get
\[ \dot{W}(t) \geq C[\|u_t\|_2^2 + H(t) + \|u\|_{p+1}^{p+1}]. \]  \hfill (3.14)
Now, we shall diminish $\varepsilon$ in an appropriate way so that the following strong inequality:
\[ \dot{W}(t) \geq CW(t)^{(1-\varepsilon)}(L + t)^{(-A_1)/(1-\varepsilon)} \]  \hfill (3.15)
is fulfilled for suitably chosen in the sequel constant $A_1$, $A_1 \geq A$. Once estimate (3.15) has been proved, we obtain in a standard way the finite time blow-up for $u$. Taking into account Eq. (3.14), it is sufficient to show that
\[ \|u_t\|_2^2 + H(t) + \|u\|_{p+1}^{p+1} \geq CW(t)^{(1-\varepsilon)}(L + t)^{(-A_1)/(1-\varepsilon)}. \]  \hfill (3.16)
Really, we have $H(t)^{(1-\varepsilon)/(1-\varepsilon)} \leq \|u\|_{p+1}^{p+1}$. Now, we shall verify the estimate
\[ (L + t)^{(-A_1)/(1-\varepsilon)} \left( \int u u_t \right)^{(1-\varepsilon)} \leq C\|u\|_{p+1}^{p+1}. \]  \hfill (3.17)
Denote $1/(1-\varepsilon) = 1 + \delta$, where $\delta > 0$. Then, using the Holder and the Young inequalities, we have
\[ \left( \int u u_t \right)^{1+\delta} \leq C(\|u\|_{p+1}^{(1+\delta)\mu} + \|u_t\|_2^{(1+\delta)\mu}) \left( \int_{B(L+t)} 1 \right)^{(1+\delta)/r}, \]  \hfill (3.18)
where $1/\mu + 1/\mu = 1$ and
\[ 1/r = 1/2 - 1/(p+1) = \frac{p-1}{2(p+1)}. \]  \hfill (3.19)
We choose \( \mu \) such that \((1 + \delta)\mu = 2\). Then \( \mu = 2/(1 + \delta) < 2 \) and \( \lambda > 2 \). Let us mention that if \( \delta \) is small, \( \mu \) and \( \lambda \) are near 2. Therefore, it is possible to choose \( \delta \) so small that
\[
2 < (1 + \delta)\lambda < p + 1. \tag{3.20}
\]

Then,
\[
\|u\|^{(1+\delta)\lambda}_{p+1} = \|u\|^{p+1}_{p+1}\|u\|^{\frac{K}{p+1}}_{p+1} \leq \|u\|^{p+1}_{p+1}H(0)^{-(p+1)}, \tag{3.21}
\]
where \( K = p + 1 - (1 + \delta)\lambda \) is a positive constant. Now, from Eq. (3.18), we have
\[
\left( \int u_{tt} \right)^{1+\delta} \leq (\|u\|^{p+1}_{p+1}H(0)^{-(p+1)} + \|u\|_2^{2}) \left( \int_{B(L+t)} 1 \right)^{(1+\delta)r}, \tag{3.22}
\]
which completes the proof of Eq. (3.15) with
\[
A_1 = \max(A, n/r) = \max \left( \frac{m(p - m)}{(p + 1)m}, n/r \right). \tag{3.23}
\]

We consider two cases:

Case 1: The integral \( \int_0^\infty (L + t)^{(-A_1)(1+\delta)} = \infty \). This happens when \((-A_1)(1 + \delta) + 1 > 0\). Since \( n/r = [n(p - 1)]/[2(p + 1)] \) (from Eq. (3.19)), the inequality \( 1 > n/r \) is obvious when \( n \leq 2 \). When \( n > 2 \) the inequality \( 1 > n/r \) is equivalent to \( p < (n + 2)/(n - 2) \) and it trivially follows from the Sobolev restriction \( p \leq n/(n - 2) \). So we choose \( \delta \) so small that the inequality \( 1 > n/r(1 + \delta) \) is still valid. The inequality \( 1 > A \) (see Eq. (3.10)) follows from the assumption \( m > (np)/(n + p + 1) \). We diminish \( \delta \) so that the inequality \( 1 > A(1 + \delta) \) is still fulfilled. The final choice for \( \delta \) is \( \delta \) so small that the inequalities \( 2 < (1 + \delta)\lambda < p + 1, 1 > n/r(1 + \delta) \) and \(-[m(p - m)]/(p + 1)m(1 + \delta) + 1 > 0 \) are fulfilled. This completes the proof of the blow up result in this case.

Case 2: The integral \( J = \int_0^\infty (L + t)^{(-A_1)(1+\delta)} < \infty \). This takes place when \(-A_1(1 + \delta) + 1 < 0\). Since \( \delta \) could be chosen as small as necessary (see Eq. (3.20)), we get \(-A_1 + 1 < 0\). From Eq. (3.23) this leads to the restriction \( m \leq np/(n + p + 1) \). Since \( H(0) > 1 \), the constants \( c_1 \) in Eq. (3.11) and \( c \) in Eq. (3.12) can be chosen to be independent of \( H(0) \). Inequality (3.13) is automatically fulfilled, provided \( \mathcal{F}(0) = \int_{B(L+t)} f dV \geq 0 \). Finally, in Eq. (3.15) the constant \( C \) can be chosen to be also independent of \( H(0) \), (see Eq. (3.22), where \( H(0)^{-K(p+1)} \) can be replaced by 1). Suppose that \( u(t, x) \) is a solution of Eqs. (1.1)–(1.2) for all \( t \geq 0 \). Then, integrating Eqs. (3.15) from \((0, \infty)\), we get \( W(0) \leq \{1/\langle \delta C_j \rangle \}^{1/\delta} \) (note that from Eq. (3.13) \( W(0) > 0 \)). Since \( W(0) = L^AH(0)^{-1} + \varepsilon \mathcal{F}(0) \), in the case \( \mathcal{F}(0) \geq 0 \) the above inequality leads to \( H(0) \leq (C_1/L^A)^{1/\delta} \), where \( C_1 = \{1/\langle \delta C_j \rangle \}^{1/\delta} \). So, if \( H(0) \) is sufficiently large, namely \( H(0) > \max \{1, \{C_1/L^A \}^{1/\delta}\} \), the solution blows up in finite time. This completes the proof to the second part of the blow up Theorem 2. □

Proof of the Corollary 1.1. After rescaling the initial data \( Sf(x), Sg(x) \) with constant \( S > 1 \), we set \( W_5(t) = L^AH_5^{-1} + \varepsilon S^2\mathcal{F}(0), \) where \( H_5(t) = -1/2S^2\|g\|_2^2 - 1/2S^2\|
abla f\|_2^2 + 1/(p + 1)S^{p+1}\|f\|_{p+1}^{p+1} \). So \( H_5(t) > S^{p+1}H(0) \). Then the increasing of \( H(0) \) up to
$H_\delta(0)$ in Eq. (3.9) is possible due to Eqs. (3.11) and (3.12). The choice of $\delta$ in Eq. (3.20) leads to $(1 + \delta)2 < p + 1$, i.e. $(p + 1)(1 - \alpha) > 2$. Then the inequality (3.13) written for $W_\delta(0)$ looks like $W_\delta(0) = L^4H_\delta(0)^{1 - \alpha} + \varepsilon S^2\dot{F}(0) > S^2W(0) > 0$. Finally, we have

$$\left\{ \frac{1}{\delta C} \right\}^{1/\delta} > W_\delta(0) \geq L^4S^{(p+1)(1-\alpha)}H^{1-\alpha}(0) + \varepsilon S^2\dot{F}(0).$$

(3.24)

The above inequality is violated for sufficiently large $S$. \(\square\)

**Proof of the blow up Theorem 3.** For the Cauchy problem (1.6) we use the following weighted functional:

$$W(t) = \int_0^t (L + \tau)^{4}H(t)^{1-\alpha} d\tau + \varepsilon(F(t))^{1-B},$$

(3.25)

where $H(t) = -1/2|u_\tau|^2 - 1/2||u\nabla u||^2_2 - 1/2||qu||^2_2 + 1/(p + 1)||u||^{p+1}_{p+1}$, $F(t) = ||u||^2_2$ and the constants $\alpha < 1$, $A > 0$, $0 < B < 1$ and $\varepsilon > 0$ shall be chosen in the sequel. The constant $L$ is such that $\text{supp}\{f(x), g(x)\} \subset \{||x|| \leq L\}$, $L > 0$.

Due to the finite propagation speed we have

$$||u||_2 \leq C(L + t)^{\theta}||qu||_2.$$  

(3.26)

The function $H(t)$ is increasing since $\dot{H}(t) = ||u||^{p+1}_{p+1}$. Let $H(0) > 0$. Then

$$0 < H(0) \leq H(t) \leq ||u||^{p+1}_{p+1}.$$  

(3.27)

We have

$$\dot{W}(t) = (L + t)^{4}H(t)^{1-\alpha} + \varepsilon(1 -B)F^{-B} \int uu_t \, dx.$$  

(3.28)

So, we arrive at

$$\dot{W}(t) \geq (1 - \alpha)(L + t)^{4}H(t)^{-\alpha}H(t) + \frac{(1 - B)\varepsilon}{F(t)^B}$$

$$\times \left[ 4||u||^{2}_{2} + 4H(t) + 2\frac{p - 1}{p + 1}||u||^{p+1}_{p+1} - 2\int uu_t|u_t|^{p-1} \right]$$

$$- \frac{B(1 - B)\varepsilon}{F^{1+B}} \left( \int uu_t \right)^{2}. $$  

(3.29)

To estimate the integral $\int uu_t|u_t|^{p-1}$, we use the Holder inequality and the so called interpolation inequality

$$||f||_r \leq ||f||^\delta_p ||f||^{1-\delta}_q,$$

where

$$\frac{1}{r} = \frac{\delta}{p} + \frac{1-\delta}{q}.$$
for \( p \leq r \leq q \) and \( 0 \leq \delta \leq 1 \) (see [2]). Since \( 2 < m + 1 < p + 1 \), we get

\[
\left| \int u u_t |u|^{m-1} \right| \leq \|u\|_{m+1} \|u_t\|_{m+1} \|u\|_{p+1} \|u_t\|_{m+1},
\]

(3.30)

where

\[
\delta = \left( \frac{1}{m+1} - \frac{1}{p+1} \right) \left( \frac{1}{2} - \frac{1}{p+1} \right).
\]

(3.31)

Then we have

\[
\|u\|_{2} \left\| u \right\|_{p+1}^{1-\delta} \left\| u_t \right\|_{m+1}^{\delta} \leq \left\| u_t \right\|_{m+1} \left\| u \right\|_{2} \left\| u \right\|_{p+1}^{1-\delta} \left\| u \right\|_{2}^{\delta} \left\| u \right\|_{p+1}^{\delta-\delta_t}.
\]

\[
\leq C \left\| u_t \right\|_{m+1} \left\| u \right\|_{p+1}^{1-(p+1)(m+1)-(\delta+(p+1)/2)\delta_t} (L + t)^{\delta_t \eta}
\]

\[
\times \left\| u \right\|_{2}^{\delta-\delta_t} \left\| u \right\|_{p+1}^{(p+1)(m+1)}.
\]

(3.32)

In the above estimate the positive constant \( \delta_t < \delta \) shall be chosen in the sequel.

Denote \( \lambda = 1 - (p + 1)/(m + 1) - \delta + \delta_t (p + 1)/2 \). Then, using Eq. (3.31), we get

\[
\lambda = 1 - \frac{p + 1}{m + 1} - \delta + \frac{p + 1}{2} (\delta_1 - \delta) = 0 + \frac{p + 1}{2} (\delta_1 - \delta) < 0.
\]

(3.33)

By means of Eq. (3.27) and the Young inequality we estimate the right-hand side of Eq. (3.32) and obtain

\[
\|u\|_{2} \left\| u \right\|_{p+1}^{1-\delta} \left\| u_t \right\|_{m+1}^{\delta} \leq \varepsilon_1 \left\| u \right\|_{p+1}^{1} + C \left( \varepsilon_1 \right) H(t)^{\lambda(m+1)/[(p+1)m]}
\]

\[
\times \left\| u_t \right\|_{m+1}^{1} (L + t)^{\delta_t \eta(m+1)/m} \left\| u \right\|_{2}^{\delta-\delta_t} \eta(m+1)/m.
\]

(3.34)

The choice for \( B < \frac{1}{2} \) is

\[
2B = (\delta - \delta_1)(m + 1)/m.
\]

(3.35)

The above choice for \( B \) leads to the requirement \( (\delta - \delta_1)(m + 1)/m < 1 \), i.e. \( \delta_1 > \delta - m/(m+1) \). So,

\[
\delta > \delta_1 > \max(0, \delta - m/(m+1)).
\]

(3.36)

We choose the positive constant \( \alpha \)

\[
\alpha = \frac{-\lambda(m+1)}{(p+1)m}.
\]

(3.37)

So, \( \alpha = B \) (remind Eqs. (3.33) and (3.35)) The requirement \( \alpha < 1 \) is equivalent to \( m > 1 \).
Thus, from Eq. (3.29) together with Eq. (3.34), we get

\[
\dot{W}(t) \geq ((L + t)^4(1 - \alpha) - \varepsilon C(\varepsilon_1) (L + t)^{(\delta_1(m + 1)\eta)/m}) H(t)^{-2} \dot{H}(t)
\]

\[
+ \frac{(1 - B)\varepsilon}{F(t)^{1/B}} \left[ 4\|u_t\|_2^2 + 4H(t) + \left( 2 \frac{p - 1}{p + 1} - \varepsilon_1 \right) \|u\|_{p+1}^{p+1} \right]
\]

\[- - \frac{B(1 - B)\varepsilon}{F^{1+B}} \left( \int uu_t \right)^2. \tag{3.38}\]

For the integral \( I = 1/(F^{1+B})(\int uu_t)^2 \) we have

\[
I \leq \frac{\|u_t\|_2^2 \|u_t\|_2^2}{\|u\|_2^B} = \frac{\|u_t\|_2^2}{\|u\|_2^{2B}}, \tag{3.39}\]

i.e.

\[
IB \leq \frac{\|u_t\|_2^2}{\|u\|_2^{2B}},
\]

since \( B < 1 \).

We fix

\[
A = \frac{(m + 1)\delta_1\eta}{m}. \tag{3.40}\]

The final choice for \( \delta_1 \) is such that \( A = [(m + 1)\delta_1\eta]/m < 1 \). This leads to \( \delta_1 < \delta \) by means of Assumption (1.8) for the decay rate \( \eta \) together with Eq. (3.31). So, choice (3.36) for \( \delta_1 \) is not affected.

The constant \( \varepsilon_1 \) is chosen so that

\[
2 \frac{p - 1}{p + 1} - \varepsilon_1 > 0.
\]

Respectively, we fix \( \varepsilon \) so that the inequalities

\[
(1 - \alpha) - \varepsilon C(\varepsilon_1) \geq 0 \tag{3.41}\]

and

\[
\dot{W}(0) = L^4H(0)^{1-x} + \varepsilon(1 - B)F(0)^{-B}\dot{F}(0) > 0 \tag{3.42}\]

are fulfilled.

Finally, we get

\[
\dot{W}(t) \geq C[\|u_t\|_2^2 + H(t) + \|u\|_{p+1}^{p+1}] F^B. \tag{3.43}\]

The inequality (3.43) together with Eq. (3.42) show that \( \dot{W}(t) > 0 \) for \( t \geq 0 \).

Using Eq. (3.43), we shall prove the following rough estimate:

\[
\dot{W}(t) \geq C(L + t)^{-\delta_1} \dot{W}(t), \tag{3.44}\]
where the constant \( A_1 \geq A \) shall be fixed later. Since
\[
\dot{W}(t) = (L + t)^4 H(t)^{1-z} + \varepsilon (1 - B) F^{-B} \int uu_t \, dx,
\]
we start with the estimate of the term \((L + t)^4 H(t)^{1-z}\). So, we have
\[
(L + t)^4 H(t)^{1-z} F^B \leq C \|u\|_{p+1}^{(p+1)(1-z)+B(p+1)} (L + t)^{pB + A}
\]
\[
\leq C \|u\|_{p+1}^{p+1} (L + t)^{pB + A},
\]
(3.46)
since \( z = B \). For the integral \( \int uu_t \) we get
\[
\int uu_t \leq \|u\|_2 \|u_t\|_2 \leq C \|u\|_{p+1}^{p+1} (L + t)^{pB + A}.
\]
(3.47)
This completes the proof of Eq. (3.44) with \( A_1 = \max(A + 2B, \eta) \). Integrating the rough estimate (3.44), we get
\[
\exp(C(L + t)^{-A_1+1}) \leq \dot{W}(t).
\]
From this inequality the function \( \dot{W}(t) \) has an exponential growth if \(-A_1 + 1 > 0\). Due to the Assumption (1.8) \( \eta < 1 \). From Eqs. (3.35) and (3.40) we get
\[
\eta 2B + A = \eta (\delta - \delta_1)(m + 1)/m + \delta_1 \eta (m + 1)/m
\]
\[
= \eta \delta (m + 1)/m = \eta (p - m)^2 (p - 1)m < 1.
\]
(3.48)
The last inequality is due to the Assumption (1.8) for the decay rate \( \eta \).
The exponential growth of \( \dot{W}(t) \) leads to the exponential growth of the norm \( \|u\|_{p+1}^{p+1} \).

Really,
\[
H(t)^{1-z} \leq H(t) H(0)^{-z} \leq C \|u\|_{p+1}^{p+1}.
\]
(3.49)
Then recalling Eq. (3.35), we have
\[
F^{-B} \int uu_t \leq \|u\|_2^{1-2B} \|u_t\|_2 \leq C \|u\|_{p+1}^{p+1} (L + t)^{\eta (1-2B)},
\]
which together with Eq. (3.49) give
\[
\dot{W}(t) \leq C \|u\|_{p+1}^{p+1} (L + t)^{4z};
\]
with \( A_2 = \max(A, \eta (1 - 2B)) \). The exponential growth of the norm \( \|u\|_{p+1}^{p+1} \) gives us the possibility to compensate in a more delicate way the polynomial tales coming from the Holder inequality in the unbounded domain. We do not have to use the weighted functionals; instead of this, we work with functionals without weights and compensate the polynomial tales using the exponential growth of the norm \( \|u\|_{p+1}^{p+1} \). The advantage of the second way is that it creates no “wall” and the whole region of negative initial energies \( E(0) \) could be covered.
Finally, to manifest the blow up property of the solution for all negative initial energies $E(0)$, we use the functional without weights, namely

$$W(t) = H(t)^{1-\theta} + \zeta F(t),$$

(3.50)

where $H(t) = -1/2 \|u_t\|^2 - 1/2 \|\nabla u\|^2 - 1/2 \|qu\|^2 + 1/(p+1)\|u\|^{p+1}_{p+1}$, $F(t) = \|u\|^2_{L^2}$ and the constants $\zeta > 0$ and $0 < \theta < 1$ shall be fixed appropriately.

Then, following the arguments from Theorem 2, we can write

$$W(t) \geq (1-\theta)H(t)^{-\theta}H(t)$$

+ $\zeta \left[4\|u_t\|^2 + 4H(t) + 2 \frac{p-1}{p+1} \|u\|^{p+1}_{p+1} - 2 \int uu_t |u|^{m-1}\right].$

(3.51)

With the estimate of the integral $\int uu_t |u|^{m-1}$ we shall demonstrate how the polynomial tales could be compensated in a better way using the exponential growth of the norm $\|u\|^{p+1}_{p+1}$.

So, we have

$$\int uu_t |u|^{m-1} \leq C\|u\|^{1-(p+1)/(m+1)}\|u\|^{(p+1)/(m+1)}(L+t)^{\delta_1}\|u\|_m^{m+1}$$

$$\leq H(t)^{-\theta}C(\varepsilon_1) \frac{(L+t)^{\delta\|u\|\|u\|^{m+1}}}{\exp(C(L+t)^{-\delta_1\|u\|})}H(t)$$

+ $\varepsilon_1 H(0)^{m-1/\gamma} \|u\|^{p+1}_{p+1},$

(3.52)

where

$$1/(m+1) = 1/(p+1) + 1/s$$

(3.53)

and $1 - (p+1)/(m+1) = -(p+1)/(\theta + \zeta)$ with $0 < \zeta$ and $0 < \theta < 1/(m+1) - 1/(p+1)$.

This leads to

$$\int uu_t |u|^{m-1} \leq CH(t)^{-\theta}C(\varepsilon_1)H(t) + \varepsilon_1 H(0)^{m-1/\gamma} \|u\|^{p+1}_{p+1}$$

(3.54)

for all sufficiently large $t$ ($t \geq t_t$).

From Eqs. (3.51) and (3.54) yield

$$W(t) \geq ((1-\theta) - \zeta C(\varepsilon_1))H(t)^{-\theta}H(t)$$

+ $\zeta \left[4\|u_t\|^2 + 4H(t) + \left(2 \frac{p-1}{p+1} - \varepsilon_1 H(0)^{m-1/\gamma} \|u\|^{p+1}_{p+1}\right)\|u\|^{p+1}_{p+1}\right]$}

(3.55)

on the interval $[t_t, \infty)$.

We fix the constants $\varepsilon_1$ and $\zeta$ so that the inequalities

$$2 \frac{p-1}{p+1} - \varepsilon_1 H(0)^{m-1/\gamma} \|u\|^{p+1}_{p+1} > 0$$

(3.56)
and
\[(1 - \theta) - \zeta C(\nu) \geq 0\] (3.57)
are fulfilled.
So, we have
\[\dot{W}(t) \geq C[\|u_t\|_2^2 + H(t) + \|u\|_{p+1}^{p+1}].\] (3.58)

Finally, we get the blow up inequality
\[\dot{W}(t) \geq C W(t)^{1/(1-\theta)},\] (3.59)
valid on the interval \([t_2, \infty)\), for sufficiently large \(t_2\) and appropriately diminished \(\theta > 0\). Following the arguments from Theorem 2, it remains to estimate the term \((\int uu_t)^{1/(1-\theta)}\).

Denote \(1/(1-\theta) = 1 + v\), where \(v > 0\). Then using the Holder and the Young inequalities we have
\[\left(\int uu_t\right)^{1+v} \leq C\left(\|u\|_{p+1}^{1+v} \left(\int_{B(L+t)} 1 \right)^{(1+v)/r} + \|u_t\|_{2/(1+v)}^{1+v}\right),\] (3.60)
where \(1/\mu + 1/\lambda = 1\) and
\[\frac{1}{2} = 1/(p + 1) + 1/r.\] (3.61)

We choose \(\mu\) such that \((1+v)/\mu = 2\). Then \(\mu = 2/(1+v) < 2\), \(\lambda > 2\) and if \(v\) is small, \(\mu\) and \(\lambda\) are near 2. Therefore, we fix \(v\) so small that
\[2 < (1+v)/\lambda < p + 1.\] (3.62)
Then, from Eq. (3.60), we have
\[\left(\int uu_t\right)^{1+v} \leq C\left(\|u\|_{p+1}^{p+1} \left(\int_{B(L+t)} 1 \right)^{(1+v)/r} \left(\text{exp}(C(L+t)^{\nu+1})\right)^{-K} + \|u_t\|_{2/(1+v)}^{1+v}\right),\] (3.63)
where \(K = p + 1 - (1+v)/\lambda\) is a positive constant. From Eq. (3.63) we get
\[\left(\int uu_t\right)^{1+v} \leq C\|u\|_{p+1}^{p+1},\]
which is valid on the interval \([t_2, \infty)\) for \(t_2\) sufficiently large. This completes the proof of the blow up inequality (3.59).

Since \(H(t_2) > 0\), we can diminish additionally the constant \(\zeta\) to insure also that \(W(t_2) > 0\). Now, the integration of Eq. (3.59) completes the proof of Theorem 3.
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