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We first find upper bounds for the degrees of the coordinate functions of the elliptic Teichmüller lift of an ordinary elliptic curve over a perfect field of characteristic $p>0$, giving exact conditions for the bound to be achieved. Also, we give an algorithm to compute the reduction modulo $p^{3}$ of the canonical lift and the elliptic Teichmüller.

Next, motivated by coding theory, we look for lifts with degrees smaller than the degrees of the elliptic Teichmüller, finding again some upper bounds. We obtain some more precise information about those lifts modulo $p^{3}$, such as precise degrees and verify that we can lift of the Frobenius on the affine parts. We again show how to compute those lifts.

We then compute lifts of hyperelliptic curves with "small" degrees, give a lower bound for these degrees and conditions to achieve this bound. Finally, we give an example of a lift that is possibly a Mochizuki lift.
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## Chapter 1

## Introduction

Let $k$ be a perfect field of characteristic $p>0$. An elliptic curve $E$ over $k$ is ordinary if $E\left[p^{r}\right]=\mathbb{Z} / p^{r} \mathbb{Z}$, for all $r \geq 1$. If $p \neq 2$ and $E$ is given by an equation

$$
E / k: \quad y_{0}^{2}=f\left(x_{0}\right)
$$

then $E$ is ordinary if, and only if, the coefficient of $x_{0}^{p-1}$ of $f\left(x_{0}\right)^{(p-1) / 2}$, say $A$, is non zero. (Theorem V.4.1 of [7].) This $A$ is called the Hasse invariant of $E$. (Note that this implies that if $\sigma$ is the Frobenius of $k$ and $E$ is ordinary, then $E^{\sigma}$ is also ordinary. Also, our definition is different from the one given in [7]: if $A \neq 0$, Silverman defines the Hasse invariant to be one.)

Ordinary elliptic curves have associated to them canonical lifts over the ring of Witt vectors $W(k)$ (see [2]), meaning that for every ordinary $E / k$ we have a unique (up to isomorphism) elliptic curve $\boldsymbol{E} / W(k)$, whose reduction modulo $p$ is $E$, and a lift of points $\tau: E(\bar{k}) \rightarrow \boldsymbol{E}(W(\bar{k}))$, called the elliptic Teichmüller lift, that is an injective group homomorphism. Moreover, if we also denote by $\sigma$ the Frobenius of $W(k)$, i.e.,

$$
\left(a_{0}, a_{1}, a_{2}, \ldots\right)^{\sigma}=\left(a_{0}^{\sigma}, a_{1}^{\sigma}, a_{2}^{\sigma}, \ldots\right)=\left(a_{0}^{p}, a_{1}^{p}, a_{2}^{p}, \ldots\right)
$$

the canonical lift of $E^{\sigma}$ is $\boldsymbol{E}^{\sigma}$ and if $\phi: E \rightarrow E^{\sigma}$ is the Frobenius (for curves over $k$ ), there exists a lift of the Frobenius associated to $\tau$, i.e., a map, that we will also denote by $\phi$, from $\boldsymbol{E}$ to $\boldsymbol{E}^{\sigma}$ that makes the following diagram commute:

(In fact, one has that $\phi(\tau(P))=\tau(P)^{\sigma}$, for all $P \in E(\bar{k})$.)
Thus

$$
\left(x_{0}, y_{0}\right) \stackrel{\tau}{\mapsto}(\boldsymbol{x}, \boldsymbol{y})=\left(\left(x_{0}, x_{1}, x_{2}, \ldots\right),\left(y_{0}, y_{1}, y_{2}, \ldots\right)\right) .
$$

We notice that we can always identify $\boldsymbol{E} / W(k)$ with its Greenberg transform $G(\boldsymbol{E}) / k$, that is the infinite dimensional scheme given by the equations (over $k$ ) that appear in the coordinates of the equation of $\boldsymbol{E}$. With this identification, $\tau$ becomes simply

$$
\left(x_{0}, y_{0}\right) \stackrel{\tau}{\mapsto}\left(x_{0}, x_{1}, x_{2}, \ldots, y_{0}, y_{1}, y_{2}, \ldots\right)
$$

(In this perspective, the map $\tau$ is defined over $k$.) As we shall soon verify (proposition 2.2), the $x_{n}$ 's and $y_{n}$ 's are polynomials in $x_{0}$ and $y_{0}$.

Voloch and Walker in [9] applied this theory of canonical lifts of elliptic curves to construct error-correcting codes. In that paper, the degrees of $x_{n}$ and $y_{n}$ have some importance in estimating exponential sums, that tells us how "good" the obtained codes possibly are.

In chapter 2 we analyze the degrees of the elliptic Teichmüller lift, giving upper bounds and finding when the degrees are strictly less than those
bounds. Also, we describe an algorithm to compute the reduction modulo $p^{3}$ of canonical lifts explicitly.

While trying to compute canonical lifts, I found some lifts modulo $p^{3}$ that I thought to be the canonical, but as it turned out, those lifts were defined only on the affine part of the curve. On the other hand, those lifts had degrees smaller than the elliptic Teichmüller itself, and for the purposes of constructing codes, those might be even better, since smaller degrees would probably give better codes. In chapter 3, we discuss the existence of such lifts, analyze the possible degrees and check when the Frobenius will lift for the affine parts of the curves.

Voloch and Walker in [8] also used non elliptic curves to construct codes. On the other hand, if the genus of the curve is greater than 1 , there is no lift of the Frobenius. (See [5].) We can construct lifts though, by purely algebraic techniques, which is done also in chapter 3 for hyperelliptic curves, since the techniques are the same as the ones we would use for elliptic curves. But in chapter 4 we look at the minimal possible degrees with a more theoretical approach, finding a lower bound for the degrees and a necessary condition to achieve that bound. (The condition also seems to be sufficient!)

Finally, on the last part of chapter 4, we try to find a Mochizuki lift of a curve of genus 2 in characteristic 3. In [4], Mochizuki proves that if we take off an appropriate set of $(p-1)(g-2)$ points of an "ordinary" curve of genus $g$ over a perfect field of characteristic $p$, we have the existence of a lift with "small" degrees for which the Frobenius lifts. Not many examples of such lifts are known, and in this last part of the chapter, we follow an idea given to
the author by Voloch, to try to find an example. We computed the lift modulo $p^{3}$ to verify that we can indeed lift the Frobenius, at least modulo $p^{3}$.

## Chapter 2

## Degrees of the Elliptic Teichmüller Lift

### 2.1 Introduction

Let $E / k$ be an ordinary elliptic curve over a perfect field $k$ of characteristic $p>0$. If $p \neq 2,3$, we will assume that such a curve is given by the equation:

$$
E / k: \quad y_{0}^{2}=x_{0}^{3}+a_{0} x_{0}+b_{0} .
$$

Let

$$
\boldsymbol{E} / W(k): \quad \boldsymbol{y}^{2}=\boldsymbol{x}^{3}+\boldsymbol{a} \boldsymbol{x}+\boldsymbol{b}
$$

be its canonical lift, where $\boldsymbol{a}=\left(a_{0}, a_{1}, \ldots\right)$ and $\boldsymbol{b}=\left(b_{0}, b_{1}, \ldots\right)$.
We will consider only ordinary elliptic curves, and thus, for $p=2$ and $p=3$, we will always assume, by extending $k$ if necessary, that $E$ has the forms $y_{0}^{2}+x_{0} y_{0}=x_{0}^{3}+a_{0}$ and $y_{0}^{2}=x_{0}^{3}+x_{0}^{2}+a_{0}$ respectively, and we can assume that their canonical liftings have similar forms.

Let $\tau: E(\bar{k}) \rightarrow \boldsymbol{E}(W(\bar{k}))$, denote the elliptic Teichmüller lift of $E$ :

$$
\left(x_{0}, y_{0}\right) \stackrel{\tau}{\mapsto}(\boldsymbol{x}, \boldsymbol{y})=\left(\left(x_{0}, x_{1}, x_{2}, \ldots\right),\left(y_{0}, y_{1}, y_{2}, \ldots\right)\right)
$$

or, identifying $\boldsymbol{E} / W(k)$ with its Greenberg transform $G(\boldsymbol{E}) / k$, we can see $\tau$ as

$$
\left(x_{0}, y_{0}\right) \stackrel{\tau}{\mapsto}\left(x_{0}, x_{1}, x_{2}, \ldots, y_{0}, y_{1}, y_{2}, \ldots\right)
$$

For $n>1$, theorem 4.1 in [9] tells us that $\operatorname{deg} x_{n} \circ \tau \leq 2^{n+1} p^{n}$ and $\operatorname{deg} y_{n} \circ \tau \leq 3(2 p)^{n}$. In that same paper, better bounds were proved for $n=1$ in proposition 4.2, and we use similar ideas to improve the bounds for $n>1$. The goal is to prove:

Theorem 2.1. An upper bound for the degrees of the composition of $\tau$ with coordinate functions $x_{n}$ 's is $(n+2) p^{n}-n p^{n-1}$, and with the $y_{n}$ 's is $(n+3) p^{n}-$ $n p^{n-1}$.

We may sometimes write, for simplicity, $x_{n}$ meaning $x_{n} \circ \tau$, and the same for $y_{n}, \boldsymbol{x}$ and $\boldsymbol{y}$.

Proposition 2.2. The function $x_{n}$ is a polynomial in $x_{0}$ and the function $y_{n}$ is a polynomial in $x_{0}$ and $y_{0}$. Moreover, if $p \neq 2$, then $y_{n}$ is a product of $y_{0}$ with a polynomial in $x_{0}$.

Proof. We have that $\tau$ is a morphism from $E$ to $G(\boldsymbol{E})$. Thus, the maps have to be given by rational functions on $x_{0}$ and $y_{0}$, over $k$. But using the equation defining $E$, we may write

$$
x_{n}=\frac{F_{1}\left(x_{0}\right)+y_{0} G_{1}\left(x_{0}\right)}{F_{2}\left(x_{0}\right)+y_{0} G_{2}\left(x_{0}\right)},
$$

where the $F_{i}$ 's and $G_{i}$ 's are polynomials.
Since $\tau$ is injective, the only point mapped to $\boldsymbol{O}$, the origin of $\boldsymbol{E}$, is $O$, the origin of $E$, i.e., $\tau$ maps the affine part of $E$ into the affine part of $\boldsymbol{E}$. So $x_{n}$ cannot have poles in the affine part of $E$, and therefore the denominator of $x_{n}$ can be taken to be constant. Thus, we can write

$$
x_{n}=F\left(x_{0}\right)+y_{0} G\left(x_{0}\right),
$$

with $F$ and $G$ polynomials. A similar argument shows that $y_{n}$ is also a polynomial in $x_{0}$ and $y_{0}$.

If $\left(x_{0}, y_{0}\right) \in E(\bar{k})$, then its inverse with respect to the group law is $\left(x_{0},-y_{0}\right)$, for $p \neq 2$, or $\left(x_{0}, x_{0}+y_{0}\right)$, for $p=2$. Since $\tau$ is a homomorphism, for $p \neq 2$, we have that $\tau\left(x_{0},-y_{0}\right)$ is the inverse of $\tau\left(x_{0}, y_{0}\right)$. But if

$$
\tau\left(x_{0}, y_{0}\right)=\left(x_{0}, x_{1}, \ldots, x_{i}, \ldots, y_{0}, y_{1}, \ldots, y_{i}, \ldots\right)=(\boldsymbol{x}, \boldsymbol{y})
$$

since the inverse of $(\boldsymbol{x}, \boldsymbol{y})$ is $(\boldsymbol{x},-\boldsymbol{y})$, we get

$$
\tau\left(x_{0},-y_{0}\right)=(\boldsymbol{x},-\boldsymbol{y})=\left(x_{0}, x_{1}, \ldots, x_{i}, \ldots,-y_{0},-y_{1}, \ldots,-y_{i}, \ldots\right)
$$

observing that for $p \neq 2$,

$$
-\boldsymbol{s}=-\left(s_{0}, s_{1}, \ldots\right)=\left(-s_{0},-s_{1}, \ldots\right)
$$

Thus, $x_{n} \circ \tau\left(x_{0}, y_{0}\right)=x_{n} \circ \tau\left(x_{0},-y_{0}\right)$, i.e., $F\left(x_{0}\right)+y_{0} G\left(x_{0}\right)=F\left(x_{0}\right)-$ $y_{0} G\left(x_{0}\right)$, what gives us $G=0$.

A similar argument with inverses gives the result for $y_{n}$.
If $p=2$, we just need to observe that $x_{n}\left(x_{0}, y_{0}\right)=x_{n}\left(x_{0}, x_{0}+y_{0}\right)$, i.e., $x_{0} G\left(x_{0}\right)=0$, for any $x_{0}$. Thus $G=0$ and $x_{n}$ is a polynomial in $x_{0}$.

Thus, $\operatorname{deg} x_{n}=-\operatorname{ord}_{O} x_{n}$ and $\operatorname{deg} y_{n}=-\operatorname{ord}_{O} y_{n}$. (Unless mentioned otherwise, we will use the word "degree" for degree as functions on $E$, not as polynomials.) Then, we may look at ord $_{O}$ instead of deg to prove the theorem, i.e., it suffices to prove that $\operatorname{ord}_{O} x_{n} \geq-(n+2) p^{n}+n p^{n-1}$ and $\operatorname{ord}_{O} y_{n} \geq-(n+3) p^{n}+n p^{n-1}$.

### 2.2 Witt Vectors and Valuations

Let $p$ be a prime, and for any non-negative integer $n$ consider

$$
W_{n}\left(X_{0}, \ldots, X_{n}\right) \stackrel{\text { def }}{=} X_{0}^{p^{n}}+p X_{1}^{p^{n-1}}+\cdots+p^{n-1} X_{n-1}^{p}+p^{n} X_{n},
$$

the corresponding Witt polynomial. Then, there exist polynomials $S_{n}, P_{n} \in$ $\mathbb{Z}\left[X_{0}, \ldots, X_{n}, Y_{0}, \ldots, Y_{n}\right]$ satisfying:

$$
\begin{equation*}
W_{n}\left(S_{0}, \ldots, S_{n}\right)=W_{n}\left(X_{0}, \ldots, X_{n}\right)+W_{n}\left(Y_{0}, \ldots, Y_{n}\right) \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{n}\left(P_{0}, \ldots, P_{n}\right)=W_{n}\left(X_{0}, \ldots, X_{n}\right) \cdot W_{n}\left(Y_{0}, \ldots, Y_{n}\right) \tag{2.2}
\end{equation*}
$$

(See [6].)
Thus, if $\boldsymbol{s}=\left(s_{0}, s_{1}, \ldots\right)$ and $\boldsymbol{t}=\left(t_{0}, t_{1}, \ldots\right)$ are Witt vectors, we have by definition

$$
\boldsymbol{s}+\boldsymbol{t} \stackrel{\text { def }}{=}\left(S_{0}\left(s_{0}, t_{0}\right), S_{1}\left(s_{0}, s_{1}, t_{0}, t_{1}\right), \ldots\right)
$$

and

$$
\boldsymbol{s} \cdot \boldsymbol{t} \stackrel{\text { def }}{=}\left(P_{0}\left(s_{0}, t_{0}\right), P_{1}\left(s_{0}, s_{1}, t_{0}, t_{1}\right), \ldots\right)
$$

We may write, to simplify the notation,

$$
S_{n}(\boldsymbol{s}, \boldsymbol{t}) \stackrel{\text { def }}{=} S_{n}\left(s_{0}, \ldots, s_{n}, t_{0}, \ldots, t_{n}\right)
$$

and

$$
P_{n}(\boldsymbol{s}, \boldsymbol{t}) \stackrel{\text { def }}{=} P_{n}\left(s_{0}, \ldots, s_{n}, t_{0}, \ldots, t_{n}\right)
$$

We start with an elementary lemma that we shall use soon:

Lemma 2.3. Let $v_{p}$ denote the $p$-adic valuation on $\mathbb{Z}$. Then

$$
v_{p}\left(\binom{p^{t}}{i} p^{i}\right)=t+i-v_{p}(i), \quad \text { for } i=1, \ldots, p^{t}
$$

In particular,

$$
\binom{p^{t}}{i} p^{i} \equiv 0 \quad\left(\bmod p^{t+1}\right)
$$

Proof. We prove it by induction on $i$. The case $i=1$ is trivial. Now suppose true for some $i<p^{t}$ and we prove for $i+1$. We have

$$
\begin{aligned}
v_{p}\left(\binom{p^{t}}{i+1} p^{i+1}\right) & =v_{p}\left(\binom{p^{t}}{i} p^{i} \frac{p^{t}-i}{i+1} p\right) \\
& =t+i-v_{p}(i)+v_{p}\left(p^{t}-i\right)-v_{p}(i+1)+1 \\
& =t+(i+1)-v_{p}(i+1)+\left(v_{p}\left(p^{t}-i\right)-v_{p}(i)\right) \\
& =t+(i+1)-v_{p}(i+1)
\end{aligned}
$$

and the last equality holds since $i<p^{t}$.
The last part is trivially true, since $i>v_{p}(i)$.

Now, let $K$ be a field of characteristic $p>0$, and let us consider $W(K)$. Since the entries of our Witt vectors are in characteristic $p$, we can use the polynomials $\bar{S}_{n}, \bar{P}_{n} \in \mathbb{F}_{p}\left[X_{0}, \ldots, X_{n}, Y_{0}, \ldots, Y_{n}\right]$, that are the reductions of $S_{n}, P_{n}$ modulo $p$, to give us the sum and product of Witt vectors.

We now introduce four technical lemmas that will be useful in estimating degrees.

Lemma 2.4. The monomials $\prod X_{i}^{a_{i}} \prod Y_{j}^{b_{j}}$ (disregarding the coefficient) occurring in $\bar{P}_{n}$ satisfy

$$
\sum a_{i} p^{i}=\sum b_{j} p^{j}=p^{n} \quad \text { and } \quad \sum i a_{i} p^{i}+\sum j b_{j} p^{j} \leq n p^{n} .
$$

Moreover,

$$
\bar{P}_{n}=\sum_{i=0}^{n} X_{i}^{p^{n-i}} Y_{n-i}^{p^{i}}+\bar{Q}_{n},
$$

where $\bar{Q}_{n} \in \mathbb{F}_{p}\left[X_{0}, \ldots, X_{n-1}, Y_{0}, \ldots, Y_{n-1}\right]$ and has its monomials (as above) satisfying $\sum i a_{i} p^{i}+\sum j b_{j} p^{j}<n p^{n}$.

Proof. We prove it by induction. The case $n=0$ is trivial, since $P_{0}=X_{0} Y_{0}$. Now assume the lemma true for all $t \leq n-1$. We have:

$$
\begin{align*}
P_{n}= & \frac{1}{p^{n}}\left[\left(X_{0}^{p^{n}}+\cdots+p^{n} X_{n}\right)\left(Y_{0}^{p^{n}}+\cdots+p^{n} Y_{n}\right)-\right. \\
& \left.\quad\left(P_{0}^{p^{n}}+\cdots+p^{n-1} P_{n-1}^{p}\right)\right] \\
= & \left(X_{0}^{p^{n}} Y_{n}+X_{1}^{p^{n-1}} Y_{n-1}^{p}+\cdots+X_{n} Y_{0}^{p^{n}}\right) \\
& +\frac{1}{p}\left(X_{0}^{p^{n}} Y_{n-1}^{p}+\cdots+X_{n-1}^{p} Y_{0}^{p^{n}}\right)  \tag{2.3}\\
& \vdots \\
& +\frac{1}{p^{n}}\left(X_{0}^{p^{n}} Y_{0}^{p^{n}}\right)-\frac{1}{p^{n}} P_{0}^{p^{n}}-\cdots-\frac{1}{p} P_{n-1}^{p} \\
& +p\left(X_{1}^{p^{n-1}} Y_{n}+X_{2}^{p^{n-2}}\left(Y_{n-1}^{p}+p Y_{n}\right)+\ldots\right) .
\end{align*}
$$

First we observe that the above polynomial has its coefficients in $\mathbb{Z}$. Also the part that is a multiple of $p$ doesn't contribute to $\bar{P}_{n}$, and so we can disregard that last line of the equation above.

For $t=0, \ldots, n-1$, write $P_{t}=\tilde{P}_{t}+p R_{t}$, where we collected all the monomials of $P_{t}$ that have coefficients divisible by $p$ in $p R_{t}$. By the induction hypothesis, $\tilde{P}_{t}$ also satisfy the lemma. So, now we look at the contribution of $\frac{1}{p^{t}} P_{n-t}^{p^{t}}$ to $\bar{P}_{n}$ : that is given by the monomials of $\tilde{P}_{n-t}^{p^{t}}$ (by lemma 2.3), which have the form
where the $\prod X_{i}^{a_{i_{r}}} \prod Y_{j}^{b_{j_{r}}}$ are monomials of $\tilde{P}_{t}$ for $r=1, \ldots, p^{n-t}$. So,

$$
\sum_{i}\left[\sum_{r=1}^{p^{n-t}} a_{i_{r}}\right] p^{i}=\sum_{r=1}^{p^{n-t}}\left[\sum_{i} a_{i_{r}} p^{i}\right]=\sum_{r=1}^{p^{n-t}} p^{t}=p^{n}
$$

(and the analogous for the $b_{j_{r}}$ also holds) and

$$
\begin{aligned}
\sum_{i} i & {\left[\sum_{r=1}^{p^{n-t}} a_{i_{r}}\right] p^{i}+\sum_{j} j\left[\sum_{r=1}^{p^{n-t}} b_{j_{r}}\right] p^{j} } \\
& =\sum_{r=1}^{p^{n-t}}\left[\sum_{i} i a_{i_{r}} p^{i}+\sum_{j} j b_{j_{r}} p^{j}\right] \leq t p^{n}<n p^{n} .
\end{aligned}
$$

Observing that the last line of the equation (2.3) won't contribute to $\bar{P}_{n}$, all the remaining terms are of the form $X_{i}^{p^{n-i}} Y_{j}^{p^{n-j}}$. Excluding the ones of the form $X_{i}^{p^{n-i}} Y_{n-i}^{p^{i}}$, the remaining are such that $i+j<n$, and the lemma follows.

Now, let $v: K \rightarrow \mathbb{R} \cup\{\infty\}$ be a valuation of $K$. For $e \geq 0$, define:
$U(e) \stackrel{\text { def }}{=}\left\{\boldsymbol{s}=\left(s_{0}, s_{1}, \ldots\right) \in W(K)^{\times} \mid v\left(s_{n}\right) \geq p^{n}\left(v\left(s_{0}\right)-n e\right)\right.$, for all $\left.n>0\right\}$.
(Note that $\left.W(K)^{\times}=\left\{s=\left(s_{0}, s_{1}, \ldots\right) \in W(K) \mid s_{0} \neq 0\right\}.\right)$
Lemma 2.5. The set $U(e)$ is a subgroup of $W(K)^{\times}$.

Proof. Let $\boldsymbol{s}, \boldsymbol{t} \in U(e)$. We have that the $(n+1)$-th coordinate of $\boldsymbol{s} \boldsymbol{t}$ is given by $\bar{P}_{n}(\boldsymbol{s}, \boldsymbol{t})$. By lemma 2.4 , for each monomial of $\bar{P}_{n}(\boldsymbol{s}, \boldsymbol{t})$ we have:

$$
\begin{align*}
v\left(\prod s_{i}^{a_{i}} \prod t_{j}^{b_{j}}\right) & =\sum a_{i} v\left(s_{i}\right)+\sum b_{j} v\left(t_{j}\right) \\
& \geq \sum a_{i} p^{i}\left(v\left(s_{0}\right)-i e\right)+\sum b_{j} p^{j}\left(v\left(t_{0}\right)-j e\right)  \tag{2.4}\\
& \geq p^{n}\left(v\left(s_{0}\right)+v\left(t_{0}\right)-n e\right)
\end{align*}
$$

Therefore, $v\left(\bar{P}_{n}(\boldsymbol{s}, \boldsymbol{t})\right) \geq p^{n}\left(v\left(s_{0} t_{0}\right)-n e\right)$ for all $n$, i.e., $\boldsymbol{s} \boldsymbol{t} \in U(e)$. (Note that since all elements of $\mathbb{F}_{p}^{\times}$are roots of unity, $v$ is zero on all its elements, and we don't have to worry about the coefficients of the monomials in $\bar{P}_{n}$.)

We prove that $\boldsymbol{t} \stackrel{\text { def }}{=} \boldsymbol{s}^{-1} \in U(e)$ by induction on the coordinate: assume that for all $i<n$ we have $v\left(t_{i}\right) \geq p^{i}\left(v\left(t_{0}\right)-i e\right)$. We observe that:

$$
\bar{P}_{n}(\boldsymbol{s}, \boldsymbol{t})=t_{n} s_{0}^{p^{n}}+\cdots=0
$$

where no omitted term involves $t_{n}$. So, $v\left(t_{n} s_{0}^{p^{n}}\right)$ is equal to the valuation of the omitted terms. But for those, we can use (2.4), and so

$$
v\left(t_{n} s_{0}^{p^{n}}\right) \geq p^{n}\left(v\left(s_{0}\right)+v\left(t_{0}\right)-n e\right)
$$

and this gives us $v\left(t_{n}\right) \geq p^{n}\left(v\left(t_{0}\right)-n e\right)$.

Lemma 2.6. Let $\boldsymbol{s}, \boldsymbol{t} \in U(e)$, and assume $v\left(t_{0}\right)>v\left(s_{0}\right)$. Then $v\left(\bar{S}_{n}(\boldsymbol{s}, \boldsymbol{t})\right) \geq$ $p^{n}\left(v\left(s_{0}\right)-n e\right)$. Moreover, if $e>0$, the equality holds if, and only if, $v\left(s_{n}\right)=$ $p^{n}\left(v\left(s_{0}\right)-n e\right)$.

Proof. We prove by induction on $n$. For $n=0$, it is trivial, since $\bar{S}_{0}(\boldsymbol{s}, \boldsymbol{t})=$ $s_{0}+t_{0}$. We have

$$
S_{n}=\left(X_{n}+Y_{n}\right)+\frac{1}{p}\left(X_{n-1}^{p}+Y_{n-1}^{p}-S_{n-1}^{p}\right)+\cdots+\frac{1}{p^{n}}\left(X_{0}^{p^{n}}+Y_{0}^{p^{n}}-S_{0}^{p^{n}}\right)
$$

and again we observe that this polynomial has integer coefficients. Notice that, when taking the valuation in $\bar{S}_{n}$, we can again disregard the coefficients of the monomials $\prod X_{i}^{a_{i}} \prod Y_{j}^{b_{j}}$ that appear in $S_{n}$. So, we assume (inductively) that every monomial of that form in $S_{t}$, for $t=0, \ldots,(n-1)$, is such that
$v\left(\prod s_{i}^{a_{i}} \prod t_{j}^{b_{j}}\right) \geq p^{t}\left(v\left(s_{0}\right)-t e\right)$. So, the monomials of $S_{t}^{p^{n-t}}$ are products of $p^{n-t}$ monomials of $S_{t}$, and therefore they have valuation, when computed at $\boldsymbol{s}$ and $\boldsymbol{t}$, greater than or equal to $p^{n-t} p^{t}\left(v\left(s_{0}\right)-t e\right) \geq p^{n}\left(v\left(s_{0}\right)-n e\right)$, and equality never holds if $e>0$. The remaining monomials of $S_{n}$ are of the forms $X_{i}^{p^{n-i}}$ and $Y_{j}^{p^{n-j}}$. The former gives valuations greater than or equal to $p^{n}\left(v\left(s_{0}\right)-i e\right) \geq p^{n}\left(v\left(s_{0}\right)-n e\right)$, and if $e>0$, we have the equality only for $i=n$ and $v\left(s_{n}\right)=p^{n}\left(v\left(s_{0}\right)-n e\right)$. The latter gives valuation greater than or equal to $p^{n}\left(v\left(t_{0}\right)-j e\right)>p^{n}\left(v\left(s_{0}\right)-n e\right)$, which finishes the proof.

Lemma 2.7. If $v\left(s_{0}\right)=1$ and $v\left(s_{n}\right) \geq 1$ for all $n$, then $s \in U((p-1) / p)$.

Proof. Just note that $v\left(s_{n}\right) \geq 1 \geq p^{n}[1-n(p-1) / p]=n p^{n-1}-(n-1) p^{n}$.

### 2.3 Upper Bounds

Now let $K$ denote the function field of $E / \bar{k}$ and $\boldsymbol{K}$ be the function field of $\boldsymbol{E}$ over the field of fractions $\boldsymbol{k}$ of $W(\bar{k})$. An element of $\boldsymbol{g} \in \boldsymbol{K}$ can be written as a quotient $\boldsymbol{g}_{1} / \boldsymbol{g}_{2}$, where $\boldsymbol{g}_{1}, \boldsymbol{g}_{2} \in W(\bar{k})[\boldsymbol{x}, \boldsymbol{y}]$. Let $\boldsymbol{R}$ be ring of functions $\boldsymbol{g}=\boldsymbol{g}_{1} / \boldsymbol{g}_{2} \in \boldsymbol{K}$ (as above), such that $\boldsymbol{g}_{2} \not \equiv 0(\bmod p)$ (i.e., $\boldsymbol{R}$ is the valuation ring of $\boldsymbol{K}$ with respect to the valuation associated to $p$ ). Then, for every $\boldsymbol{g} \in \boldsymbol{R}$, we have that $\boldsymbol{g}=\left(g_{0}, g_{1}, \ldots\right) \in W(K)$, and if $\boldsymbol{g}$ is regular at $\tau(P)$, for $P \in E(\bar{k})$, then $\boldsymbol{g}(\tau(P))=\left(g_{0}(P), g_{1}(P), \ldots\right)$.

Observe that since ord $\boldsymbol{O} \boldsymbol{x} / \boldsymbol{y}=\operatorname{ord} \boldsymbol{O} \boldsymbol{y} / \boldsymbol{x}^{2}=1$, both $\boldsymbol{x} / \boldsymbol{y}$ and $\boldsymbol{y} / \boldsymbol{x}^{2}$ satisfy the conditions of lemma 2.7, and thus they are in the subgroup $U((p-$ $1) / p$ ) of $\boldsymbol{R}^{\times}$. This implies that $\boldsymbol{x}$ and $\boldsymbol{y}$ are also in that group, which proves
theorem 2.1.
In fact the same idea can be used to prove a more general statement:

Theorem 2.8. Let $\boldsymbol{g}=\left(g_{0}, g_{1}, \ldots\right) \in \boldsymbol{R}^{\times}$such that $\operatorname{ord}_{P} g_{0}=\operatorname{ord}_{\tau(P)} \boldsymbol{g}$ for some $P \in E(\bar{k})$. Then

$$
\operatorname{ord}_{P} g_{n} \geq p^{n}\left(\operatorname{ord}_{P}\left(g_{0}\right)-n\right)+n p^{n-1}
$$

Proof. Let $\boldsymbol{\pi} \in \boldsymbol{R}^{\times}$be such that $\operatorname{ord}_{\tau(P)} \boldsymbol{\pi}=1$, i.e., a uniformizer at $\tau(P)$. (Note we can choose $\boldsymbol{\pi}$ as either $(\boldsymbol{x}-\boldsymbol{x}(\tau(P))), \boldsymbol{y}$ or $\boldsymbol{x} / \boldsymbol{y}$, and so $\operatorname{ord}_{P} \pi_{0}=1$.) By lemma 2.7, $\boldsymbol{\pi} \in U((p-1) / p)$, now with $v \stackrel{\text { def }}{=} \operatorname{ord}_{P}$. In the same way, $\boldsymbol{\pi}^{1-v\left(g_{0}\right)} \boldsymbol{g} \in U((p-1) / p)$. Since $U((p-1) / p)$ is a group, $\boldsymbol{g} \in U((p-1) / p)$.

We observe that if $\operatorname{ord}_{\tau(P)} \boldsymbol{g}<0$, then the theorem above gives us upper bounds for the order of the poles of the $g_{n}$ 's, for all $n \geq 0$. If $\operatorname{ord}_{\tau(P)} \boldsymbol{g}>0$, the theorem still gives us some information: it gives lower bounds for the order of the zeros for $n<p\left(\operatorname{ord}_{P} g_{0}\right) /(p-1)$.

### 2.4 Leading Coefficients

Our main goal in this section is to verify when we don't have the equality in the upper bounds of theorem 2.1. But since the same techniques give stronger results, we will obtain these results first, and then get our main goal as a corollary.

Let $\boldsymbol{g}$ be a function as in the theorem 2.8 and let $\pi_{0}$ be a uniformizer
at $P$. Let the expansion of $g_{n}$ in terms of $\pi_{0}$ be

$$
\begin{equation*}
g_{n}=b_{n}(\boldsymbol{g}) \pi_{0}^{p^{n}\left(\operatorname{ord}_{P}\left(g_{0}\right)-n\right)+n p^{n-1}}+\ldots, \tag{2.5}
\end{equation*}
$$

where the omitted terms have higher powers of $\pi_{0}$ (by theorem 2.8). We call $b_{n}(\boldsymbol{g}) \in k$ the $n$-th leading coefficient of $\boldsymbol{g}$ at $P$, relative to $\pi_{0}$.

Let $P \in E(\bar{k})$ and, for $p \neq 2$, define

$$
\boldsymbol{\pi} \stackrel{\text { def }}{=} \begin{cases}\boldsymbol{x} / \boldsymbol{y}, & \text { if } P=O  \tag{2.6}\\ (\boldsymbol{x}-\boldsymbol{x}(\tau(P))), & \text { if } 2 P \neq O \\ \boldsymbol{y}, & \text { otherwise }\end{cases}
$$

For $p=2$, we define

$$
\boldsymbol{\pi} \stackrel{\text { def }}{=} \begin{cases}\boldsymbol{x} / \boldsymbol{y}, & \text { if } P=O  \tag{2.7}\\ (\boldsymbol{x}-\boldsymbol{x}(\tau(P))), & \text { if } x_{0}(P) \neq 0 \\ \boldsymbol{y}, & \text { if } x_{0}(P)=0\end{cases}
$$

So $\boldsymbol{\pi}$ is a uniformizer at $\tau(P)$. (Remember that $\tau$ is an injective homomorphism.) Also, if we write $\boldsymbol{\pi}=\left(\pi_{0}, \pi_{1}, \ldots\right)$, we have that $\pi_{0}$ is a uniformizer at $P$. Moreover, $\operatorname{ord}_{P} \pi_{n} \geq 0$ for all $n \geq 0$. Then, write

$$
\pi_{1}=\alpha \pi_{0}+\ldots
$$

where the omitted terms have larger powers of $\pi_{0}$. We have then:
Theorem 2.9. Let $\boldsymbol{\pi}$ be as above and $\boldsymbol{g}$ as in theorem 2.8. Let $v_{0} \stackrel{\text { def }}{=} \operatorname{ord}_{P} g_{0}$ and write

$$
\boldsymbol{g}=\boldsymbol{c} \boldsymbol{\pi}^{v_{0}}+\ldots \quad\left(\boldsymbol{c}=\left(c_{0}, c_{1}, \ldots\right) \in W(k)\right)
$$

where the omitted terms have larger powers of $\boldsymbol{\pi}$. We then have

$$
\frac{b_{n}(\boldsymbol{g})}{c_{0}^{p^{n}}}=\binom{v_{0}}{n} \alpha^{n p^{n-1}} .
$$

Proof. Note that the theorem is trivially true for $\boldsymbol{\pi}$ itself: for $n>1, p^{n}(1-$ $n)+n p^{n-1}<0$, and since $\operatorname{ord}_{P} \pi_{n}>0, b_{n}(\boldsymbol{\pi})=0$ for $n>1$.

Now, by induction, we prove that the theorem is true for $\boldsymbol{\pi}^{r}$, with $r>0$ : suppose the theorem is true for $\boldsymbol{\pi}^{r-1}$. Write

$$
\boldsymbol{\pi}^{r-1}=\left(u_{0}, u_{1}, \ldots\right) \quad \text { and } \quad \boldsymbol{\pi}^{r}=\left(v_{0}, v_{1}, \ldots\right)
$$

Then

$$
v_{n}=\sum_{i=0}^{n} \pi_{i}^{p^{n-i}} u_{n-i}^{p^{i}}+\ldots
$$

where all the omitted terms have order larger than $p^{n}(r-n)+n p^{n-1}$, by lemma 2.4. Thus,

$$
\begin{aligned}
b_{n}\left(\boldsymbol{\pi}^{r}\right) & =\sum_{i=0}^{n} b_{i}(\boldsymbol{\pi})^{p^{n-i}} b_{n-i}\left(\boldsymbol{\pi}^{r-1}\right)^{p^{i}}=\left[\sum_{i=0}^{n}\binom{1}{i}\binom{r-1}{n-i}\right] \alpha^{n p^{n-1}} \\
& =\left[\sum_{i=0}^{1}\binom{1}{i}\binom{r-1}{n-i}\right] \alpha^{n p^{n-1}}=\binom{r}{n} \alpha^{n p^{n-1}}
\end{aligned}
$$

For $r<0$, we prove by induction on $n$. Let

$$
\boldsymbol{\pi}^{-r}=\left(u_{0}, u_{1}, \ldots\right) \quad \text { and } \quad \boldsymbol{\pi}^{r}=\left(v_{0}, v_{1}, \ldots\right)
$$

Suppose true for $i=0, \ldots, n-1$. Then,

$$
\sum_{i=0}^{n} u_{i}^{p^{n-i}} v_{n-i}^{p^{i}}+\cdots=0
$$

where all the omitted terms have order larger than $-n p^{n}+n p^{n-1}$. So, the terms of order $-n p^{n}+n p^{n-1}$ have to cancel, i.e.,

$$
\begin{aligned}
b_{0}\left(\boldsymbol{\pi}^{-r}\right)^{p^{n}} b_{n}\left(\boldsymbol{\pi}^{r}\right) & =-\sum_{i=1}^{n} b_{i}\left(\boldsymbol{\pi}^{-r}\right)^{p^{n-i}} b_{n-i}\left(\boldsymbol{\pi}^{r}\right)^{p^{i}} \\
& =-\sum_{i=1}^{n}\binom{-r}{i}\binom{r}{n-i} \alpha^{n p^{n-1}}=\binom{-r}{n} \alpha^{n p^{n-1}},
\end{aligned}
$$

what gives the result, since $b_{0}\left(\boldsymbol{\pi}^{-r}\right)^{p^{n}}=1$.

For $\boldsymbol{c} \boldsymbol{\pi}^{r}$, by looking at the expression (2.3) and using lemma 2.4, one can check that the leading term will just be multiplied by $c_{0}^{p^{n}}$ : write $\boldsymbol{\pi}^{r}=$ $\left(u_{0}, u_{1}, \ldots\right)$ and consider the monomials in $\bar{P}_{n}$ of the form $\prod X_{i}^{a_{i}} \prod Y_{j}^{b_{j}}$. Then, defining $v \stackrel{\text { def }}{=} \operatorname{ord}_{P}$, in the $(n+1)$-th coordinate of $\boldsymbol{c} \boldsymbol{\pi}^{r}$ we have valuations of the form

$$
\begin{aligned}
v\left(\prod u_{i}^{a_{i}} \prod c_{j}^{b_{j}}\right) & =\sum a_{i} v\left(u_{i}\right) \\
& \geq r\left[\sum a_{i} p^{i}\right]-\frac{p-1}{p}\left[\sum a_{i} i p^{i}\right] \\
& \geq r p^{n}-\frac{p-1}{p} n p^{n}
\end{aligned}
$$

and it is clear that the equality can occur only if the monomial is $X_{n} Y_{0}^{p^{n}}$. Thus, the formula is true for $\boldsymbol{c} \boldsymbol{\pi}^{r}$.

Finally we observe that if we write $\boldsymbol{g}$ as in the statement of the theorem, the higher powers of $\boldsymbol{\pi}$ will contribute to the $(n+1)$-th coordinate with terms with powers of $\pi_{0}$ higher than $p^{n}\left(v_{0}-n\right)+n p^{n-1}$ (as one can see from the proof of lemma 2.6), and so $b_{n}(\boldsymbol{g})=b_{n}\left(\boldsymbol{c} \boldsymbol{\pi}^{v_{0}}\right)$, and our formula holds for $\boldsymbol{g}$.

Then, using the same notation as before, the above theorem tells us that the map

$$
\Phi: \boldsymbol{g} \mapsto \frac{1}{c_{0}}\left[\sum_{n=0}^{\infty} b_{n}(\boldsymbol{g})^{p^{-n}} T^{n}\right],
$$

is such that $\Phi(\boldsymbol{g})=\left(1+\alpha^{p^{-1}} T\right)^{v_{0}}$.

Now, assuming $p \neq 2$, we compute the $\alpha$ 's for the three distinct choices of $\boldsymbol{\pi}$. Assume that $E$ is given by

$$
E / k: \quad y_{0}^{2}=f\left(x_{0}\right)
$$

Let $P=\left(r_{0}, s_{0}\right)$, such that $2 P \neq O$. Then, we take the uniformizer at $\tau(P)=$ $(\boldsymbol{r}, \boldsymbol{s})$ given by $(\boldsymbol{x}-\boldsymbol{r})$. So,

$$
\pi_{1}=x_{1}-r_{1}+\frac{x_{0}^{p}-r_{0}^{p}-\left(x_{0}-r_{0}\right)^{p}}{p} \quad\left(r_{1} \stackrel{\text { def }}{=} x_{1}\left(r_{0}\right)\right)
$$

(We here face a small notation problem: the above expression is in characteristic $p$, and so it would make no sense dividing by $p$. One should read an expression as the one above in the following way: first to consider a corresponding polynomial in characteristic zero, in this case $t(x, r) \stackrel{\text { def }}{=}\left(\left(x^{p}-r^{p}\right)-(x-r)^{p}\right) / p \in$ $\mathbb{Z}[x, r]$, and then read:

$$
\frac{x_{0}^{p}-r_{0}^{p}-\left(x_{0}-r_{0}\right)^{p}}{p} \stackrel{\text { def }}{=} t\left(x_{0}, r_{0}\right)
$$

Unfortunately this abuse of notation will appear several times, but we hope that no confusion will arise from it.)

Note that $\pi_{1}$ is a polynomial in $x_{0}$, and therefore, $\alpha=d \pi_{1} /\left.d x_{0}\right|_{x_{0}=r_{0}}$. But

$$
\frac{d \pi_{1}}{d x_{0}}=\frac{d x_{1}}{d x_{0}}+x_{0}^{p-1}-\left(x_{0}-r_{0}\right)^{p-1}
$$

We observe that from the proof of proposition 4.2 in [9], one can deduce:

$$
\begin{equation*}
\frac{d x_{1}}{d x_{0}}=A^{-1} y_{0}^{p-1}-x_{0}^{p-1}=A^{-1} f\left(x_{0}\right)^{(p-1) / 2}-x_{0}^{p-1} \tag{2.8}
\end{equation*}
$$

for $p \neq 2$, where $A$ is the Hasse invariant of the curve. (Note that $A \neq 0$, since our elliptic curve is ordinary.)

Therefore,

$$
\frac{d \pi_{1}}{d x_{0}}=A^{-1} f\left(x_{0}\right)^{(p-1) / 2}-\left(x_{0}-r_{0}\right)^{p-1}
$$

and hence,

$$
\alpha=A^{-1} f\left(r_{0}\right)^{(p-1) / 2}
$$

(Note that since $2 P \neq O, \alpha \neq 0$.)

If $P=\left(r_{0}, s_{0}\right)$ is finite and $2 P=O$, then $f\left(r_{0}\right)=0$, or $s_{0}=0$. So, we take $\boldsymbol{\pi}=\boldsymbol{y}$, and if we write $y_{1}=y_{0} F_{1}\left(x_{0}\right)$, where $F_{1}$ is a polynomial, then we have $\alpha=F_{1}\left(r_{0}\right)$.

To try to find a more explicit expression for $F_{1}\left(r_{0}\right)$, we look at the reduction modulo $p^{2}$ of the equation of $\boldsymbol{E}$. We assume here $p \neq 3$. The case $p=3$ can be easily calculated, and gives similar results. So for $p \neq 2,3$, we take $f\left(x_{0}\right)=x_{0}^{3}+a_{0} x_{0}+b_{0}$. Then, the second coordinate of the equation of $\boldsymbol{E} / W_{2}(k)$, namely

$$
\left(y_{0}, y_{1}\right)^{2}=\left(x_{0}, x_{1}\right)^{3}+\left(a_{0}, a_{1}\right)\left(x_{0}, x_{1}\right)+\left(b_{0}, b_{1}\right)
$$

is given by:

$$
\begin{align*}
2 y_{0}^{p} y_{1}= & 3 x_{0}^{2 p} x_{1}+a_{0}^{p} x_{1}+a_{1} x_{0}^{p}+b_{1} \\
& +\frac{1}{p}\left(x_{0}^{3 p}+a_{0}^{p} x_{0}^{p}+b_{0}^{p}-\left(x_{0}^{3}+a_{0} x_{0}+b_{0}\right)^{p}\right) \tag{2.9}
\end{align*}
$$

Writing $y_{0}^{2}=f\left(x_{0}\right)$ and $y_{1}=y_{0} F_{1}\left(x_{0}\right)$, we get:

$$
\begin{aligned}
2 f\left(x_{0}\right)^{(p+1) / 2} F_{1}\left(x_{0}\right)= & 3 x_{0}^{2 p} x_{1}+a_{0}^{p} x_{1}+a_{1} x_{0}^{p}+b_{1} \\
& +\frac{1}{p}\left(x_{0}^{3 p}+a_{0}^{p} x_{0}^{p}+b_{0}^{p}-\left(x_{0}^{3}+a_{0} x_{0}+b_{0}\right)^{p}\right) .
\end{aligned}
$$

Taking derivatives with respect to $x_{0}$ of both sides, one gets

$$
f^{\prime}\left(x_{0}\right) F_{1}\left(x_{0}\right)+2 f\left(x_{0}\right) \frac{d F_{1}}{d x_{0}}\left(x_{0}\right)=f^{\prime}\left(x_{0}\right)\left[A^{-1} f^{\prime}\left(x_{0}\right)^{p-1}-f\left(x_{0}\right)^{(p-1) / 2}\right] .
$$

(We observe that the formula above is also true for $p=3$, as one can easily check.) So, $\alpha=F_{1}\left(r_{0}\right)=A^{-1} f^{\prime}\left(r_{0}\right)^{p-1}$. Note that since the curve is nonsingular, we have that $f^{\prime}\left(r_{0}\right) \neq 0$.

Finally let $P=O$. Then, we take $\boldsymbol{\pi}=\boldsymbol{x} / \boldsymbol{y}$, and we have

$$
\pi_{1}=\frac{x_{1}}{y_{0}^{p}}-\frac{y_{1} x_{0}^{p}}{y_{0}^{2 p}}
$$

We observe that

$$
\begin{equation*}
x_{0}=\left(\frac{x_{0}}{y_{0}}\right)^{-2}+\ldots \quad \text { and } \quad y_{0}=\left(\frac{x_{0}}{y_{0}}\right)^{-3}+\ldots \tag{2.10}
\end{equation*}
$$

So, if $x_{1}=\beta x_{0}^{(3 p-1) / 2}+\ldots$ and $y_{1}=y_{0}\left(\gamma x_{0}^{2 p-2}+\ldots\right)$, then we have

$$
\pi_{1}=(\beta-\gamma) \frac{x_{0}}{y_{0}}+\ldots
$$

Since $d x_{1} / d x_{0}=A^{-1} f\left(x_{0}\right)^{(p-1) / 2}-x_{0}^{p-1}$, we have that $\beta=-2 A^{-1}$. For $p \neq 3$, by looking at the terms of highest degrees in the equation (2.9), one gets that $\gamma=2 / 3 \beta=-3 A^{-1}$. So, in this case, $\alpha=A^{-1}$. For $p=3$, we refer to [9], where $x_{1}$ and $y_{1}$ where computed. We get then $\alpha=A^{-1}=1$. (Remember that, by our choice of the form of $f\left(x_{0}\right)$ for $p=3$, we always have $A=1$.)

For $P=O$ and $p=2$, we can follow the same idea above, and we also have formulas for $x_{1}$ and $y_{1}$ in [9]. Those give us $\alpha=1$.

Hence:

Corollary 2.10. We have $\operatorname{deg} x_{n}<(n+2) p^{n}-n p^{n-1}$ if, and only if, $p$ divides $(n+1)$, and $\operatorname{deg} y_{n}<(n+3) p^{n}-n p^{n-1}$ if, and only if, $p$ divides $(n+1)(n+2) / 2$.

Proof. First, we remember that for $x_{n}$ and $y_{n}$ we have deg $=-\operatorname{ord}_{O}$. So the order of $x_{n}$ (resp. $y_{n}$ ) is larger than $(-2-n) p^{n}+n p^{n-1}$ (resp. $(-3-n) p^{n}+n p^{n-1}$ ) if, and only if, $b_{n}(\boldsymbol{x})=0$ (resp. $b_{n}(\boldsymbol{y})=0$ ), relative to the uniformizer $\boldsymbol{\pi}=$ $\boldsymbol{x} / \boldsymbol{y}$.

But by theorem 2.9,

$$
b_{n}(\boldsymbol{x})=\binom{-2}{n} \alpha^{n p^{n-1}}=(-1)^{n}(n+1) \alpha^{n p^{n-1}}
$$

and

$$
b_{n}(\boldsymbol{y})=\binom{-3}{n} \alpha^{n p^{n-1}}=(-1)^{n} \frac{(n+1)(n+2)}{2} \alpha^{-n p^{n-1}}
$$

what gives the result, since $\alpha \neq 0$.

Remark. Note that since $x_{n}$ is a polynomial, we have that the degree of $x_{n}$ as a polynomial in $x_{0}$ is less than or equal to $r \stackrel{\text { def }}{=}\left[(n+2) p^{n}-n p^{n-1}\right] / 2$, and $b_{n}(\boldsymbol{x})$ is also the coefficient of $x_{0}^{r}$ in $x_{n}$ (using equation (2.10)). Also, if we write $y_{n}=y_{0} F_{n}$, where $F_{n}$ is a polynomial in $x_{0}$, then the degree of $F_{n}$ as a polynomial in $x_{0}$ is less than or equal to $s \stackrel{\text { def }}{=}\left[(n+3) p^{n}-n p^{n-1}-3\right] / 2$, and its coefficient of $x_{0}^{s}$ is $b_{n}(y)$ (again, using (2.10)).

### 2.5 Reduction Modulo $p^{3}$

In the next section we will describe an algorithm to compute the reduction modulo $p^{3}$ of the canonical lift and the elliptic Teichmüller map explicitly for
$p \neq 2,3$. To make sure that our computation gives us the right answer, we introduce the following sufficient condition:

Proposition 2.11. Let $k$ be a perfect field of characteristic $p>0$. If $\boldsymbol{E} / W_{n+1}(k)$ is an elliptic curve with reduction $E$, and if we have a section $\tau$ of the reduction from $G(\boldsymbol{E})$ to $E$, in the category of $k$-schemes over $E \backslash\{O\}$, given by

$$
\left(x_{0}, y_{0}\right) \mapsto(\boldsymbol{x}, \boldsymbol{y})=\left(\left(x_{0}, \ldots, x_{n}\right),\left(y_{0}, \ldots, y_{n}\right)\right)
$$

where $\boldsymbol{x} / \boldsymbol{y}$ is regular at $O$ with $\boldsymbol{x} / \boldsymbol{y}(O)=0$, then $\boldsymbol{E}$ is the canonical lift of $E$ and $\tau$ is the elliptic Teichmüller lift.

Proof. The proof is just the last paragraph of the proof of proposition 4.2 in [9].

Note that in the general case, in contrast to what happens for the second coordinate (see proposition 4.2 in [9]), is not enough that $\operatorname{deg}\left(x_{i}\right) \leq$ $(n+2) p^{n}-n p^{n-1}$ and $\operatorname{deg}\left(y_{i}\right) \leq(n+3) p^{n}-n p^{n-1}$ instead of $\boldsymbol{x} / \boldsymbol{y}(O)=0$ : e.g., in characteristic 5, considering just the first three coordinates, we have that the elliptic curve

$$
\boldsymbol{y}^{2}=\boldsymbol{x}^{3}+\boldsymbol{x}
$$

has reduction $y_{0}^{2}=x_{0}^{3}+x_{0}$, and the map

$$
\begin{gathered}
\nu\left(x_{0}, y_{0}\right) \stackrel{\text { def }}{=}\left(\left(x_{0}, 4 x_{0}^{7}+x_{0}^{3}, 4 x_{0}^{5}+3 x_{0}^{13}+2 x_{0}^{15}+2 x_{0}^{17}+x_{0}^{19}+4 x_{0}^{23}+\right.\right. \\
\left.3 x_{0}^{25}+x_{0}^{27}+4 x_{0}^{31}+3 x_{0}^{33}+2 x_{0}^{37}\right), \\
\left(y_{0}, y_{0}\left(x_{0}^{8}+2 x_{0}^{6}+2 x_{0}^{4}+x_{0}^{2}+3\right),\right. \\
y_{0}\left(x_{0}^{56}+2 x_{0}^{54}+x_{0}^{52}+3 x_{0}^{48}+3 x_{0}^{44}+2 x_{0}^{42}+x_{0}^{40}+2 x_{0}^{38}+x_{0}^{36}+2 x_{0}^{34}+3 x_{0}^{32}+4 x_{0}^{30}\right. \\
+ \\
\left.\left.\left.x_{0}^{26}+3 x_{0}^{24}+x_{0}^{16}+x_{0}^{14}+x_{0}^{10}+4 x_{0}^{8}+3 x_{0}^{6}+3 x_{0}^{2}+4\right)\right)\right),
\end{gathered}
$$

is a section of the reduction, but this map is not such that

$$
\nu^{*}(\boldsymbol{x} / \boldsymbol{y})=(\boldsymbol{x} \circ \nu) /(\boldsymbol{y} \circ \nu)
$$

is regular at $O$, and therefore, this is not the elliptic Teichmüller lift. Using the techniques introduced later, we can compute the correct map:

$$
\begin{gathered}
\tau\left(x_{0}, y_{0}\right) \stackrel{\text { def }}{=}\left(\left(x_{0}, 4 x_{0}^{7}+x_{0}^{3}, 4 x_{0}^{5}+3 x_{0}^{13}+4 x_{0}^{15}+2 x_{0}^{17}+x_{0}^{19}+4 x_{0}^{23}+x_{0}^{27}+4 x_{0}^{31}+\right.\right. \\
\left.3 x_{0}^{33}+x_{0}^{35}+2 x_{0}^{37}+2 x_{0}^{45}\right), \\
\left(y_{0}, y_{0}\left(x_{0}^{8}+2 x_{0}^{6}+2 x_{0}^{4}+x_{0}^{2}+3\right),\right. \\
y_{0}\left(4 x_{0}^{56}+3 x_{0}^{54}+4 x_{0}^{52}+3 x_{0}^{48}+3 x_{0}^{44}+2 x_{0}^{42}+x_{0}^{40}+2 x_{0}^{38}+2 x_{0}^{32}+4 x_{0}^{30}+4 x_{0}^{26}+4 x_{0}^{24}\right. \\
\left.\left.\left.+3 x_{0}^{22}+4 x_{0}^{14}+4 x_{0}^{12}+x_{0}^{10}+4 x_{0}^{8}+4 x_{0}^{6}+2 x_{0}^{4}+4 x_{0}^{2}+4\right)\right)\right) .
\end{gathered}
$$

Now, we proceed trying to find properties that will allow us to compute explicitly coordinates of the coefficients of the canonical lift and the elliptic Teichmüller. We first observe that a method to compute the second coordinates can be derived from results in [9]. So, we try to obtain the analogues of those results to deduce a way to compute the third coordinates.

As we observed before,

$$
\frac{d x_{1}}{d x_{0}}=A^{-1} y_{0}^{p-1}-x_{0}^{p-1}
$$

for $p \neq 2$. Following the same idea:

Proposition 2.12. For $p \neq 2$, we have

$$
\frac{d x_{2}}{d x_{0}}=A^{-(p+1)} y_{0}^{p^{2}-1}-x_{0}^{p^{2}-1}-x_{1}^{p-1}\left(A^{-1} y_{0}^{p-1}-x_{0}^{p-1}\right)
$$

Proof. We consider the differential

$$
\frac{1}{p} \phi^{*}\left(\frac{1}{p} \phi^{*}\left(\frac{d \boldsymbol{x}}{\boldsymbol{y}}\right)\right)
$$

where $\phi$ is the lift of the Frobenius. This is a well-defined holomorphic differential on $\boldsymbol{E}$, and its reduction modulo $p$, say $\omega$, depends only on $d x / y$. (See [3].) On one hand, since this differential is holomorphic, it has the form $\boldsymbol{\alpha} d \boldsymbol{x} / \boldsymbol{y}$, where $\boldsymbol{\alpha} \in W(k)$, and so its reduction modulo $p$ has the form $\alpha_{0} d x_{0} / y_{0}$, where $\alpha_{0}$ is just the reduction of $\boldsymbol{\alpha}$.

If we apply the Cartier operator, we get

$$
\begin{equation*}
C(\omega)=C\left(\alpha_{0} \frac{d x_{0}}{y_{0}}\right)=\alpha_{0}^{1 / p} A^{1 / p} \frac{d x_{0}}{y_{0}} \tag{2.11}
\end{equation*}
$$

On the other hand, by [1], we know that the $p$-derivation

$$
\begin{equation*}
\delta \boldsymbol{u} \stackrel{\text { def }}{=} \frac{\boldsymbol{u}^{\sigma} \circ \phi-\boldsymbol{u}^{p}}{p} \tag{2.12}
\end{equation*}
$$

where $\boldsymbol{u}^{\sigma}$ is obtained by applying the Frobenius $\sigma$ for Witt vectors on the coefficients of $\boldsymbol{u}$, is such that the reduction modulo $p$ of $\delta^{i} \boldsymbol{x}$ is equal to $x_{i}+P_{i}$, where $P_{i}$ is a polynomial in $x_{0}, \ldots x_{i-1}$ that we can compute explicitly. (Note that $P_{i}$ is not the polynomial that defines the Witt product. From now on, we won't use those anymore, and the $P_{i}$ 's will always denote these universal polynomials arising from the reduction modulo $p$ of $\delta^{i} \boldsymbol{x}$.) For $i=1$ such a polynomial is zero, and for $i=2$ (and $p \neq 2)$,

$$
P_{2}\left(x_{0}, x_{1}\right) \stackrel{\text { def }}{=}-x_{0}^{p(p-1)} x_{1}
$$

Since $\boldsymbol{u} \circ \phi=p \delta \boldsymbol{u}+\boldsymbol{u}^{p}$, we get

$$
\begin{gathered}
\frac{1}{p} \phi^{*}\left(\frac{1}{p} \phi^{*}\left(\frac{d \boldsymbol{x}}{\boldsymbol{y}}\right)\right)=\frac{1}{p} \phi^{*}\left(\frac{d(\delta \boldsymbol{x})+\boldsymbol{x}^{p-1} d \boldsymbol{x}}{p \delta \boldsymbol{y}+\boldsymbol{y}^{p}}\right) \\
=\frac{d\left(\delta^{2} \boldsymbol{x}\right)+(\delta \boldsymbol{x})^{p-1} d(\delta \boldsymbol{x})+\left(p \delta \boldsymbol{x}+\boldsymbol{x}^{p}\right)^{p-1}\left(d(\delta \boldsymbol{x})+\boldsymbol{x}^{p-1} d \boldsymbol{x}\right)}{p\left(p \delta^{2} \boldsymbol{y}+(\delta \boldsymbol{y})^{p}\right)+\left(p \delta \boldsymbol{y}+\boldsymbol{y}^{p}\right)^{p}} .
\end{gathered}
$$

The reduction of such differential modulo $p$, that is again $\omega$, is

$$
\begin{gathered}
\frac{d\left(x_{2}-x_{0}^{p(p-1)} x_{1}\right)+x_{1}^{p-1} d x_{1}+x_{0}^{p(p-1)}\left(d x_{1}+x_{0}^{p-1} d x_{0}\right)}{y_{0}^{p^{2}}} \\
=\frac{d x_{2}+x_{1}^{p-1} d x_{1}+x_{0}^{p^{2}-1} d x_{0}}{y_{0}^{p^{2}}},
\end{gathered}
$$

and computing the Cartier operator using this form of $\omega$ and using (2.8), we get

$$
\begin{equation*}
C(\omega)=\frac{1}{y_{0}^{p}}\left(d x_{1}+x_{0}^{p-1} d x_{0}\right)=A^{-1} \frac{d x_{0}}{y_{0}} . \tag{2.13}
\end{equation*}
$$

Comparing equations (2.11) and (2.13), we get that $\alpha_{0}=A^{-(p+1)}$, and comparing the two forms for $\omega$, we have

$$
\frac{d x_{2}}{d x_{0}}=A^{-(p+1)} y_{0}^{p^{2}-1}-x_{0}^{p^{2}-1}-x_{1}^{p-1}\left(A^{-1} y_{0}^{p-1}-x_{0}^{p-1}\right) .
$$

Remark. We note that for characteristic 2, similar computations would give

$$
\frac{d x_{1}}{d x_{0}}=\frac{d x_{2}}{d x_{0}}=0 .
$$

Hence, the proposition above allows us to find $x_{2}$, except for finitely many terms of the form $d_{n} x_{0}^{n p}$. (We can find the number of missing terms from the bounds for the degree.)

Now, we take a closer look at the quotient $\boldsymbol{x} / \boldsymbol{y}$ up to the third coordinate. In this case we have:

$$
\begin{aligned}
\frac{\boldsymbol{x}}{\boldsymbol{y}}=\left(\frac{x_{0}}{y_{0}}, \frac{x_{1}}{y_{0}^{p}}-\frac{y_{1} x_{0}^{p}}{y_{0}^{2 p}},\right. & -\frac{x_{1}^{p} y_{1}^{p}}{y_{0}^{2 p^{2}}}+\frac{x_{2}}{y_{0}^{p^{2}}}+\frac{x_{0}^{p^{2}} y_{1}^{2 p}}{y_{0}^{3 p^{2}}}-\frac{x_{0}^{p^{2}} y_{2}}{y_{0}^{2 p^{2}}} \\
& \left.+\frac{1}{p}\left(\frac{x_{1}^{p}}{y_{0}^{p^{2}}}-\frac{y_{1}^{p} x_{0}^{p^{2}}}{y_{0}^{2 p^{2}}}-\left(\frac{x_{1}}{y_{0}^{p}}-\frac{y_{1} x_{0}^{p}}{y_{0}^{2 p}}\right)^{p}\right)\right) .
\end{aligned}
$$

Looking at the orders in the third coordinate, we see that

$$
\frac{1}{p}\left(\frac{x_{1}^{p}}{y_{0}^{p^{2}}}-\frac{y_{1}^{p} x_{0}^{p^{2}}}{y_{0}^{2 p^{2}}}-\left(\frac{x_{1}}{y_{0}^{p}}-\frac{y_{1} x_{0}^{p}}{y_{0}^{2 p}}\right)^{p}\right)
$$

has already positive order at $O$, and that all the summands in

$$
\begin{equation*}
-\frac{x_{1}^{p} y_{1}^{p}}{y_{0}^{2 p^{2}}}+\frac{x_{2}}{y_{0}^{p^{2}}}+\frac{x_{0}^{p^{2}} y_{1}^{2 p}}{y_{0}^{3 p^{2}}}-\frac{x_{0}^{p^{2}} y_{2}}{y_{0}^{2 p^{2}}} \tag{2.14}
\end{equation*}
$$

have the same order, namely $-p^{2}+2 p$. (Note that the orders of $x_{2}$ and $y_{2}$ are precisely $-4 p^{2}+2 p$ and $-5 p^{2}+2 p$, as we may see from our analysis of the leading coefficients.) But since $\tau^{*}(\boldsymbol{x} / \boldsymbol{y})(O)=0$, those terms have to add up to have positive order.

Now for $p \neq 2,3$, looking at the third coordinates of the expression of our elliptic curve, we have that

$$
\begin{aligned}
\frac{x_{0}^{p^{2}} y_{2}}{y_{0}^{2 p^{2}}} & =\frac{x_{0}^{p^{2}}}{2 y_{0}^{3 p^{2}}}\left(2 y_{0}^{p^{2}} y_{2}\right) \\
& =\frac{x_{0}^{p^{2}}}{2 y_{0}^{3 p^{2}}}\left(3 x_{0}^{2 p^{2}} x_{2}+3 x_{0}^{p^{2}} x_{1}^{2 p}-y_{1}^{2 p}+\ldots\right)
\end{aligned}
$$

where the terms not shown have order greater than $-7 p^{2}$, and so when multiplied by $x_{0}^{p^{2}} / 2 y_{0}^{3 p^{2}}$, they give terms of positive order.

So, the part of (2.14) that has to add up to have positive order is

$$
\begin{aligned}
& -\frac{x_{1}^{p} y_{1}^{p}}{y_{0}^{2 p^{2}}}+\frac{x_{2}}{y_{0}^{p^{2}}}+\frac{x_{0}^{p^{2}} y_{1}^{2 p}}{y_{0}^{3 p^{2}}}-\frac{x_{0}^{p^{2}}}{2 y_{0}^{3 p^{2}}}\left(3 x_{0}^{2 p^{2}} x_{2}+3 x_{0}^{p^{2}} x_{1}^{2 p}-y_{1}^{2 p}\right) \\
& =-\frac{x_{1}^{p} y_{1}^{p}}{y_{0}^{2 p^{2}}}+\frac{x_{2}}{y_{0}^{p^{2}}}+\frac{2^{-1} 3 x_{0}^{p^{2}} y_{1}^{2 p}}{y_{0}^{3 p^{2}}}-\frac{2^{-1} 3 x_{0}^{3 p^{2}} x_{2}}{y_{0}^{3 p^{2}}}-\frac{2^{-1} 3 x_{0}^{2 p^{2}} x_{1}^{2 p}}{y_{0}^{3 p^{2}}} .
\end{aligned}
$$

Looking at the second coordinate of the equation of the elliptic curve, we get

$$
y_{1}=\frac{2^{-1} 3 x_{0}^{2 p} x_{1}+\ldots}{y_{0}^{p}}
$$

where all the terms on the numerator omitted are of order greater than $-6 p$. Then, the part of $x_{1}^{p} y_{1}^{p} / y_{0}^{2 p^{2}}$ that has negative order is

$$
\frac{2^{-1} 3 x_{0}^{2 p^{2}} x_{1}^{2 p}}{y_{0}^{3 p^{2}}}
$$

and the part of $2^{-1} 3 x_{0}^{p^{2}} y_{1}^{2 p} / y_{0}^{3 p^{2}}$ that has negative order is

$$
\frac{8^{-1} 27 x_{0}^{5 p^{2}} x_{1}^{2 p}}{y_{0}^{5 p^{2}}}
$$

So, the part of (2.14) that has to add up to have positive order is

$$
\begin{gathered}
-\frac{2^{-1} 3 x_{0}^{2 p^{2}} x_{1}^{2 p}}{y_{0}^{3 p^{2}}}+\frac{x_{2}}{y_{0}^{p^{2}}}+\frac{8^{-1} 27 x_{0}^{5 p^{2}} x_{1}^{2 p}}{y_{0}^{5 p^{2}}}-\frac{2^{-1} 3 x_{0}^{3 p^{2}} x_{2}}{y_{0}^{3 p^{2}}}-\frac{2^{-1} 3 x_{0}^{2 p^{2}} x_{1}^{2 p}}{y_{0}^{p^{2}}} \\
=y_{0}^{-5 p^{2}}\left[-\frac{3}{2} x_{0}^{2 p^{2}} x_{1}^{2 p} y_{0}^{2 p^{2}}+x_{2} y_{0}^{4 p^{2}}+\frac{27}{8} x_{0}^{5 p^{2}} x_{1}^{2 p}-\frac{3}{2} x_{0}^{3 p^{2}} x_{2} y_{0}^{2 p^{2}}-\frac{3}{2} x_{0}^{2 p^{2}} x_{1}^{2 p} y_{0}^{2 p^{2}}\right] .
\end{gathered}
$$

Using

$$
y_{0}^{2}=x_{0}^{3}+a_{0} x_{0}+b_{0},
$$

and noticing that the part of the above expression that has to add up to have positive order is the part inside the brackets that has order at most $-15 p^{2}$, we get that

$$
\begin{gathered}
y_{0}^{-5 p^{2}}\left[-\frac{3}{2} x_{0}^{5 p^{2}} x_{1}^{2 p}+x_{2} x_{0}^{6 p^{2}}+\frac{27}{8} x_{0}^{5 p^{2}} x_{1}^{2 p}-\frac{3}{2} x_{0}^{6 p^{2}} x_{2}-\frac{3}{2} x_{0}^{5 p^{2}} x_{1}^{2 p}\right] \\
=\frac{x_{0}^{5 p^{2}}}{y_{0}^{5 p^{2}}}\left[\frac{3}{8} x_{1}^{2 p}-\frac{1}{2} x_{0}^{p^{2}} x_{2}\right]
\end{gathered}
$$

has to add up to have positive order, i.e., the parts of order smaller or equal to $-5 p^{2}$ inside the brackets above have to cancel out. Since those terms are polynomials in $x_{0}$, we get that the coefficient of $x_{0}^{n p}$ in $x_{2}$ is $3 / 4$ times the $p^{\text {th }}$ power of the coefficient of $x_{0}^{n+p}$ in $x_{1}^{2}$, for all $n \geq(3 p+1) / 2$. (Note that by proposition 2.12, we knew that all the terms of degree, as a polynomial in $x_{0}$, higher than $\left(3 p^{2}-1\right) / 2$ in $x_{2}$ have to come from terms of the form $d_{n} x_{0}^{n p}$.) Therefore, in the computation of the elliptic Teichmüller, some of the missing coefficients of $x_{2}$ can be obtained from coefficients of $x_{1}$.

Thus, this analysis, along with proposition 2.11, allows us to deduce the following theorem:

Theorem 2.13. If $p \neq 2,3$ and $\boldsymbol{E} / W_{3}(k)$ is an elliptic curve with reduction $E$, and if we have a section $\tau$ of the reduction from $G(\boldsymbol{E})$ to $E$, in the category of $k$-schemes over $E \backslash\{O\}$, given by

$$
\left(x_{0}, y_{0}\right) \mapsto(\boldsymbol{x}, \boldsymbol{y})=\left(\left(x_{0}, x_{1}, x_{2}\right),\left(y_{0}, y_{1}, y_{2}\right)\right)
$$

such that $\boldsymbol{E}$ and $\tau$ are the canonical lift and the elliptic Teichmüller modulo $p^{2}$, then the same is true modulo $p^{3}$ if, and only if, $\operatorname{deg}\left[x_{0}^{p^{2}} x_{2}-3 / 4 x_{1}^{2 p}\right] \leq 5 p^{2}-1$. In fact, if this inequality holds, we must have the equality.

Proof. The only part not discussed before is the last statement. For it, it just suffices to observe that proposition 2.12 implies that the coefficient of $x_{0}^{\left(3 p^{2}-1\right) / 2}$ in $x_{2}$ is not zero (it is $-2 A^{-(p+1)}$ ) and that $x_{1}^{2 p}$ just has $p$ powers of $x_{0}$.

### 2.6 The Algorithm

So now we see how to compute the canonical lifting and the elliptic Teichmüller explicitly, up to the third coordinate. In this whole section, we assume $p \neq 2,3$.

First we compute $x_{1}$ by integrating formally the formula (2.8), and we leave the constant term, say $c_{0}$, and the coefficient of the term in $x_{0}^{p}$, say $c_{1}$, as indeterminates.

Since $y_{1}$ is $y_{0}$ times a polynomial in $x_{0}$, equation (2.9) (keeping $a_{1}$ and $b_{1}$ as indeterminates) tells us that the division of polynomials (in $x_{0}$ )

$$
\frac{3 x_{0}^{2 p} x_{1}+a_{0}^{p} x_{1}+a_{1} x_{0}^{p}+b_{1}+\frac{1}{p}\left(x_{0}^{3 p}+a_{0}^{p} x_{0}^{p}+b_{0}^{p}-\left(x_{0}^{3}+a_{0} x_{0}+b_{0}\right)^{p}\right)}{2\left(x_{0}^{3}+a_{0} x_{0}+b_{0}\right)^{(p+1) / 2}}
$$

must be exact. So we compute its remainder, which is a polynomial that has coefficients that depend on $a_{1}, b_{1}, c_{0}$ and $c_{1}$. Forcing that remainder to be zero gives us a linear system on those indeterminates. Solving that system gives us the canonical lift (i.e., $a_{1}$ and $b_{1}$ ) and $x_{1}$ (i.e., $c_{0}$ and $c_{1}$ ). And $y_{1}$ is just $y_{0}$ times the quotient of that exact division above.

We observe that the converse of the proposition 4.2 in [9] guarantees that the elliptic curve and map found are the right ones. Also, note that the solution of the system above does not have to be unique, since the canonical lift is only unique up to isomorphism.

The way to compute the third coordinate is analogous: we integrate
formally the formula in proposition 2.12, and add the terms of degree (in $x_{0}$ ) greater than $3 p^{2}$ from $x_{1}^{2}$ as explained in the end of the previous section, and consider the coefficients in $x_{0}^{n p}$, say $d_{n}$, for $n$ from 0 to $\left[\left(3 p^{2}-1\right) / 2 p\right]$, as indeterminates.

Then, we just look at the third coordinate of the expression of the elliptic curve, use the fact that $y_{2}$ is also $y_{0}$ times a polynomial in $x_{0}$, and force the corresponding remainder of the analogous division of polynomials to be zero. We get another system, that we solve to get the desired values for the indeterminates, i.e., $a_{2}, b_{2}$ and the $d_{i}$ 's. Theorem 2.13 then guarantees that this gives the canonical lift and the elliptic Teichmüller. We used this method to compute the canonical lift (the first three coordinates) of

$$
y_{0}^{2}=x_{0}^{3}+x_{0}
$$

in characteristic $p=5$ shown in section 2.5 . In fact, we were able to compute, using that algorithm, the canonical lift for a generic ordinary elliptic curve in characteristic 5: if

$$
y_{0}^{2}=x_{0}^{3}+a_{0} x_{0}+b_{0}
$$

is such curve ( $a_{0} \neq 0$, since the curve is ordinary), then its canonical lift has

$$
\begin{aligned}
a_{1}= & a_{0}^{2} b_{0}^{2}+\frac{b_{0}^{4}}{a_{0}} \\
a_{2}= & 2 a_{0}^{25}+a_{0}^{22} b_{0}^{2}+a_{0}^{19} b_{0}^{4}+3 a_{0}^{16} b_{0}^{6}+2 a_{0}^{13} b_{0}^{8}+a_{0}^{7} b_{0}^{12}+4 a_{0} b_{0}^{16} \\
& \quad+\frac{3 b_{0}^{18}}{a_{0}^{2}}+\frac{4 b_{0}^{20}}{a_{0}^{5}}+\frac{4 b_{0}^{22}}{a_{0}^{8}}+\frac{4 b_{0}^{24}}{a_{0}^{11}} \\
& \\
b_{1}= & 4 a_{0}^{6} b_{0}+a_{0}^{3} b_{0}^{3}+b_{0}^{5} \\
b_{2}= & a_{0}^{36} b_{0}+4 a_{0}^{33} b_{0}^{3}+3 a_{0}^{27} b_{0}^{7}+4 a_{0}^{21} b_{0}^{11}+4 a_{0}^{15} b_{0}^{15}+a_{0}^{12} b_{0}^{17}+3 a_{0}^{6} b_{0}^{21}+b_{0}^{25}
\end{aligned}
$$

(The polynomials for the the elliptic Teichmüller map are too long to be put in here.) We also were able to compute the generic cases for $p=7,11,13$. A not too long particular case for $p=7$ would be:

$$
y_{0}^{2}=x_{0}^{3}+1,
$$

for which we have

$$
\begin{array}{ll}
a_{1}=0, & a_{2}=0, \\
b_{1}=4, & b_{2}=0,
\end{array}
$$

and

$$
\begin{aligned}
x_{1}= & 5 x_{0}+2 x_{0}^{4}+4 x_{0}^{10}, \\
x_{2}= & 4 x_{0}+3 x_{0}^{4}+5 x_{0}^{7}+4 x_{0}^{10}+6 x_{0}^{13}+6 x_{0}^{19}+2 x_{0}^{22}+3 x_{0}^{25}+x_{0}^{28}+ \\
& 2 x_{0}^{31}+5 x_{0}^{34}+6 x_{0}^{37}+2 x_{0}^{43}+2 x_{0}^{46}+2 x_{0}^{52}+6 x_{0}^{55}+4 x_{0}^{58}+2 x_{0}^{61}+ \\
& 2 x_{0}^{64}+3 x_{0}^{67}+3 x_{0}^{70}+6 x_{0}^{73}+5 x_{0}^{91}, \\
y_{1}= & y_{0}\left(2 x_{0}^{3}+3 x_{0}^{6}+4 x_{0}^{9}+6 x_{0}^{12}\right), \\
y_{2}= & y_{0}\left(2+6 x_{0}^{3}+3 x_{0}^{6}+6 x_{0}^{9}+x_{0}^{12}+x_{0}^{15}+2 x_{0}^{18}+5 x_{0}^{21}+x_{0}^{24}+3 x_{0}^{30}+\right. \\
& x_{0}^{39}+6 x_{0}^{42}+x_{0}^{51}+x_{0}^{54}+5 x_{0}^{57}+6 x_{0}^{60}+4 x_{0}^{66}+3 x_{0}^{72}+6 x_{0}^{75}+ \\
& \left.6 x_{0}^{81}+4 x_{0}^{84}+5 x_{0}^{87}+6 x_{0}^{93}+2 x_{0}^{96}+3 x_{0}^{105}+2 x_{0}^{108}+2 x_{0}^{111}+3 x_{0}^{114}\right) .
\end{aligned}
$$

We first had implemented the algorithm using the software Mathemat$i c a$ and then, for convenience and speed, we switched to Magma, and the files are available at
where we also put the generic formulas for characteristic $5,7,11$ and 13 and some more examples.

We also observe that the algorithm described also seems to "work" if you don't introduce the terms of $x_{2}$ from $x_{1}^{2}$, i.e., you use for $x_{2}$ just the formal integral of the derivative in proposition 2.12, and the terms of the form $d_{i} x_{0}^{i p}$ for $i<\left(3 p^{2}-1\right) / 2 p$. The algorithm will give you back $a_{1}, a_{2}, x_{1}, x_{2}, y_{1}$ and $y_{2}$, where $\nu=\left(\left(x_{0}, x_{1}, x_{2}\right),\left(y_{0}, y_{1}, y_{2}\right)\right)$ is a section of the reduction. But since $\nu^{*}(\boldsymbol{x} / \boldsymbol{y})$ is not regular at $O$, the curve obtained is in principle not necessarily the canonical lift, and the map is certainly not the elliptic Teichmüller. (This was how we obtained the "wrong lifting" $\nu$ in section 2.5.) But it seems that this lift may be used for some applications in coding theory, and it would be nicer than the canonical lift itself, since it has smaller degrees. In the next chapter we will verify the existence of those lifts and estimate the degrees obtained.

## Chapter 3

## Minimal Degree Liftings of Elliptic Curves

### 3.1 Minimal Degrees

In section 2.5, we exhibited a map $\nu$ between the affine part of an elliptic curve (over a field $k$ of characteristic 5) and its canonical lift with degree of $x_{2}$ smaller than the degree of the corresponding $x_{2}$ of the elliptic Teichmüller. We now study the existence of such maps with smaller degrees in more detail. We will show that the affine part of the canonical lifting always has a unique section of the reduction modulo $p^{n+1}$, for $p \neq 2$, with $\operatorname{deg} x_{i} \leq\left(3 p^{i}+1\right)$ and $\operatorname{deg} y_{i} \leq(i+3) p^{i}-i p^{i-1}$, for $i=1, \ldots, n$.

In this section we will be a little more generic and consider hyperelliptic curves for $p \neq 2$. For simplicity, we shall write

$$
C / k: \quad y_{0}^{2}=f\left(x_{0}\right)
$$

where $f$ is a monic polynomial of degree $d \geq 3$ with simple roots, and

$$
\boldsymbol{C} / W(k): \quad \boldsymbol{y}^{2}=\boldsymbol{f}(\boldsymbol{x})
$$

where $\boldsymbol{f}$ is a monic polynomial that reduces to $f$ modulo $p$. Looking at the $(n+1)$-th coordinate of the equation of $\boldsymbol{C}$ we have:

$$
\begin{equation*}
2 y_{0}^{p^{n}} y_{n}+\cdots=f^{\prime}\left(x_{0}\right)^{p^{n}} x_{n}+\ldots \tag{3.1}
\end{equation*}
$$

(where $f^{\prime}\left(x_{0}\right)$ represents the formal derivative of $f\left(x_{0}\right)$ ) where neither $x_{n}$ nor $y_{n}$ appear in any of the omitted terms.

We shall use "deg ${ }_{x_{0}}$ " to denote the degree as polynomial in $x_{0}$, to not be confused with "deg" that denotes degrees as functions on the curve. To make our exposition clearer, we introduce the following useful lemma:

Lemma 3.1. Let $a, b, c \in k\left[x_{0}\right]$, with $\operatorname{deg}_{x_{0}}(a)=n, \operatorname{deg}_{x_{0}}(b)=m$, $\operatorname{deg}_{x_{0}}(c)=$ $r$. Also, let $s \stackrel{\text { def }}{=} \max \{r, n+m-1\}$ and assume $(a, b)=1$. Then, there exists a unique pair of polynomials $u, v \in k\left[x_{0}\right]$ with $\operatorname{deg}_{x_{0}}(u) \leq m-1$ and $\operatorname{deg}_{x_{0}}(v) \leq s-m$ such that $a u+b v=c$.

Proof. We follow the basic idea of lemma IV. 1 in [8]. Let $L(i)$ denote the vector space of polynomials in $k\left[x_{0}\right]$ with degrees less than or equal to $i$. Consider the linear map

$$
\psi: L(m-1) \oplus L(s-m) \rightarrow L(s)
$$

given by $\psi(u, v) \stackrel{\text { def }}{=} a u+b v$. Since $(a, b)=1, \psi(u, v)=0$ if, and only if, $u=b z$ and $v=-a z$, for some polynomial $z \in k\left[x_{0}\right]$. But $\operatorname{deg}_{x_{0}}(u) \leq m-1<\operatorname{deg}_{x_{0}}(b)$, what implies $u=z=0$. Thus $\operatorname{ker} \psi=\{0\}$. Now, since $\operatorname{dim} L(i)=i+1$, comparing dimensions, we have that $\psi$ is an isomorphism, and since $c \in L(s)$, there exist a unique pair $u, v$ as in the statement.

We need to introduce some new notation here: for $r \geq 0$, let
$U_{r}(e) \stackrel{\text { def }}{=}\left\{s=\left(s_{0}, s_{1}, \ldots\right) \in W(K)^{\times} \mid v\left(s_{n}\right) \geq p^{n}\left(v\left(s_{0}\right)-n e\right)\right.$, for $\left.0 \leq n \leq r\right\}$.

Note that the proof of lemma 2.5 (that tells us that $U(e)$ is a group) can be used to prove that $U_{r}(e)$ is also a group.

Proposition 3.2. Given any curve

$$
\boldsymbol{C} / W(k): \quad \boldsymbol{y}^{2}=\boldsymbol{f}(\boldsymbol{x})
$$

where $\boldsymbol{f}(\boldsymbol{x})$ is a monic polynomial of degree $d$ with reduction $f\left(x_{0}\right)$ modulo $p$ such that $\left(f\left(x_{0}\right), f^{\prime}\left(x_{0}\right)\right)=1$, then there exists a unique lift of the affine part of the curve

$$
C / k: y_{0}^{2}=f\left(x_{0}\right)
$$

to the affine part of $\boldsymbol{C}$, say

$$
\nu=\left(\left(x_{0}, \tilde{x}_{1}, \tilde{x}_{2}, \ldots\right),\left(y_{0}, \tilde{y}_{1}, \tilde{y}_{2}, \ldots\right)\right)
$$

where $\tilde{x}_{n}$ is a polynomial in $x_{0}$ and $\tilde{y}_{n}$ is $y_{0}$ times a polynomial in $x_{0}$, with $\operatorname{deg} \tilde{x}_{n} \leq d\left(p^{n}+1\right)-2$ and $\operatorname{deg} \tilde{y}_{n} \leq[n(d-2)+d] p^{n}+[n(d-2)] p^{n-1}$. Moreover, the degrees of the $\tilde{x}_{n}$ are minimal.

Proof. We will consider groups of the form $U_{r}((d-2)(p+1) / p)$ (with an appropriate $r$ ), where the valuation is defined by $v \stackrel{\text { def }}{=}-\operatorname{deg}$. (Note that will be dealing only with polynomials in $x_{0}$ and $y_{0}$.)

We prove the theorem by induction on $n$. The case $n=0$ is trivial. Now suppose we have $\nu$ up to the $n$-th coordinate. We construct $\tilde{x}_{n}$ and $\tilde{y}_{n}$ in the following way: observe that $\left(x_{0}, \tilde{x}_{1}, \ldots, \tilde{x}_{n-1}\right)$ and $\left(y_{0}, \tilde{y}_{1}, \ldots, \tilde{y}_{n-1}\right)$ are both in the group $U_{n-1}((d-2)(p+1) / p)$, by the induction hypothesis. We now "find" $\tilde{x}_{n}$ and $\tilde{y}_{n}$. Write down the $(n+1)$-th coordinate of the equation of $\boldsymbol{C} / W_{n+1}(k)$, regarding $\tilde{x}_{n}$ and $\tilde{y}_{n}$ as unknowns to be found. Since we want $\tilde{y}_{n}$ to be of the form $y_{0} \tilde{F}_{n}\left(x_{0}\right)$, with $\tilde{F}_{n}\left(x_{0}\right) \in k\left[x_{0}\right]$, we need in fact to find $\tilde{F}_{n}$.

We then have

$$
\begin{equation*}
-f^{\prime}\left(x_{0}\right)^{p^{n}} \tilde{x}_{n}+2 f\left(x_{0}\right)^{\left(p^{n}+1\right) / 2} \tilde{F}_{n}=\ldots, \tag{3.2}
\end{equation*}
$$

where no omitted term has $\tilde{x}_{n}$ nor $\tilde{y}_{n}$.
Looking carefully at the proof of 2.5 , we notice that we actually bound each summand that appears in the $(n+1)$-th coordinate of product $\boldsymbol{s} \cdot \boldsymbol{t}$, with $\boldsymbol{s}, \boldsymbol{t} \in U(e)$, by $p^{n}\left(v\left(s_{0}\right)+v\left(t_{0}\right)-n e\right)$. So, in particular, if $\boldsymbol{s}, \boldsymbol{t} \in U_{n-1}(e)$, all the terms in the $(n+1)$-th coordinate of $\boldsymbol{s} \cdot \boldsymbol{t}$ that do not have $s_{n}$ and $t_{n}$ have to satisfy this bound, since they depend only on $\left(s_{0}, \ldots, s_{n-1}\right)$ and $\left(t_{0}, \ldots, t_{n-1}\right)$ (even though we would not have control over the terms with $s_{n}$ and $t_{n}$ ).

Hence all the terms in (3.2) that do not involve $\tilde{x}_{n}$ or $\tilde{F}_{n}$ have degrees less than or equal to $[n(d-2)+2 d] p^{n}+[n(d-2)] p^{n-1}$ (since the highest degrees should come from $\boldsymbol{x}^{d}$ and $\boldsymbol{y}^{2}$, by lemma 2.6).

Now let $c$ denote the omitted terms of (3.2). (Note that $c$ is a polynomial in $x_{0}$.) Let $a \stackrel{\text { def }}{=}-f^{\prime}\left(x_{0}\right)^{p^{n}}$ and $b \stackrel{\text { def }}{=} 2 f\left(x_{0}\right)^{\left(p^{n}+1\right) / 2}$, and by lemma 3.1, there are $u$ and $v$ polynomials in $x_{0}$ such that $a u+b v=c$, and $\operatorname{deg} u \leq$ $d\left(p^{n}+1\right)-2$ and $\operatorname{deg} v \leq[n(d-2)+d] p^{n}+[n(d-2)] p^{n-1}-d$. So, we take $\tilde{x}_{n} \stackrel{\text { def }}{=} u$, and $\tilde{y}_{n} \stackrel{\text { def }}{=} y_{0} v$.

The minimality comes from the uniqueness in the lemma. We cannot have a $\tilde{\tilde{x}}_{n}$ with degree less than the degree of $\tilde{x}_{n}$, unless we allow $\operatorname{deg} \tilde{\tilde{y}}_{n}>$ $[n(d-2)+d] p^{n}+[n(d-2)] p^{n-1}$. But in this case the degree of the left hand side of the equation

$$
-f^{\prime}\left(x_{0}\right)^{p^{n}} \tilde{\tilde{x}}_{n}+2 y_{0}^{p^{n}} \tilde{\tilde{y}}_{n}=\ldots
$$

would have degree larger than the upper bound for the degree of the right hand side. Therefore, there can be no such pair $\tilde{\tilde{x}}_{n}, \tilde{\tilde{y}}_{n}$.

We call the above $\nu$ the minimal lift of $C$ to $\boldsymbol{C}$ (with respect to $\boldsymbol{x}$ ). Therefore, although we may neglect to mention it, whenever we talk about minimal lifts, we will be considering the affine parts of the curves only.

One can also use the same approach to minimize the degrees of the $y_{n}$ instead. In such case we get:

Proposition 3.3. With the same hypothesis and notation as proposition 3.2, and assuming $p$ does not divide $d-1$, there exists a unique lift $\nu$ with $\operatorname{deg} \tilde{y}_{n} \leq$ $2(d-1) p^{n}+(d-2)$ and $\operatorname{deg} \tilde{x}_{n} \leq[n(d-2)+2] p^{n}+n(d-2) p^{n-1}$. In this case, $\operatorname{deg} \tilde{y}_{n}$ is minimal.

Proof. The proof follows the exact same idea as the proof of proposition 3.2: again we will work in $U((d-2)(p+1) / p)$ and we just apply lemma 3.1 with $a \stackrel{\text { def }}{=} 2 f\left(x_{0}\right)^{\left(p^{n}+1\right) / 2}, b \stackrel{\text { def }}{=}-f^{\prime}\left(x_{0}\right)^{p^{n}}$, and $c$ as before.

The above propositions have obvious applications to elliptic curves, by taking $d=3$. But by theorem 2.1, we can see that taking $E$ ordinary and $\boldsymbol{E}$ its canonical lift, we can have $\operatorname{deg} x_{1} \leq 3 p-1, \operatorname{deg} y_{1} \leq 4 p-1$. This gives the motivation for the following proposition, with better bounds to $\tilde{y}_{n}$ :

Proposition 3.4. Assume again the same hypothesis and notation from proposition 3.2 and suppose further that we have a lift modulo $p^{2}$, say

$$
\nu=\left(\left(x_{0}, \tilde{x}_{1}\right),\left(y_{0}, \tilde{y}_{1}\right)\right),
$$

such that $\operatorname{deg} \tilde{x}_{1} \leq d p-(d-2)$ and $\operatorname{deg} \tilde{y}_{1} \leq(2 d-2) p-(d-2)$. Then, we can complete $\nu$ to

$$
\nu\left(x_{0}, y_{0}\right)=\left(\left(x_{0}, \tilde{x}_{1}, \tilde{x}_{2}, \ldots\right),\left(y_{0}, \tilde{y}_{1}, \tilde{y}_{2}, \ldots\right)\right)
$$

with $\operatorname{deg} \tilde{x}_{n} \leq d\left(p^{n}+1\right)-2$ and $\operatorname{deg} \tilde{y}_{n} \leq[n(d-2)+d] p^{n}-n(d-2) p^{n-1}$ in a unique way.

Proof. The idea is that the restrictions on $\tilde{x}_{1}$ and $\tilde{y}_{1}$ allows us to work on $U((d-2)(p-1) / p)$ instead of $U((d-2)(p+1) / p)$. Inductively, the term $c$ (as in the proof of proposition 3.2) will have degree less than or equal to $[n(d-2)+2 d] p^{n}-n(d-2) p^{n-1}$, and we just apply lemma 3.1 again.

### 3.2 Minimal Degrees Modulo $p^{3}$

In this section we will consider elliptic curves only and $p \neq 2,3$.
Proposition 3.2 gives us upper bounds for the minimal degrees. We notice that our choices for $\boldsymbol{E}$ (here denoting any curve with reduction $E$ ) give different $\tilde{x}_{2}$ 's, and one can ask which choice would give us the minimal possible degree for $\tilde{x}_{2}$, which we shall call the absolute minimal degree lift of $E$, and exactly what degree would $\tilde{x}_{2}$ have. (Note that the absolute minimal lift is not necessarily unique.) In this section we try to answer these questions for the reduction modulo $p^{3}$, at least for an ordinary $E$.

First of all, we observe that modulo $p^{2}$, those answers are given by proposition 4.2 of [9]: the choice of curve that gives the minimal possible degree for $\tilde{x}_{1}$ is the canonical lift itself, the minimal degree map is the elliptic Teichmüller and the degree of $\tilde{x}_{1}$ (or $x_{1}$ in this case) is exactly $3 p-1$.

We remember here that we mentioned in section 2.6 that we could change the algorithm presented to compute the canonical lift to give a $\tilde{x}_{2}$ with degree $3 p^{2}-1$, with the same derivative as $x_{2}$, at least in all cases we tried. By proposition 3.2, this map has minimal degree, meaning that no other lift to the canonical lift $\boldsymbol{E}$ could have smaller degrees.

We start our analysis with a conjecture:

Conjecture 3.5. The division of polynomials

$$
\frac{3}{4} x_{1}^{2}=\left[x_{0}^{p} f\left(x_{0}\right)^{(p+1) / 2}\right] q\left(x_{0}\right)+r\left(x_{0}\right)
$$

(where $x_{1}$ comes from the elliptic Teichmüller and $E$ is given by $y_{0}^{2}=f\left(x_{0}\right)$ ) is such that $\operatorname{deg}_{x_{0}} r\left(x_{0}\right) \leq(5 p-1) / 2$.

First, observe that the division algorithm tells us that $\operatorname{deg}_{x_{0}} r\left(x_{0}\right) \leq$ $(5 p+1) / 2$, i.e., the bound is one more than the one stated in the conjecture. To verify the statement of conjecture 3.5 we wrote a routine in Magma that checked that it is true for any ordinary $E$ in characteristic $p$ from 5 to 877 . We checked by formally integrating $d x_{1} / d x_{0}$ and adding $c_{1} x_{0}^{p}+c_{0}$, leaving $c_{1}$ and $c_{0}$ as independent variables, so that we did not have to compute them precisely. Unfortunately, we don't have yet a proof.

We now show the implications of such conjecture in answering the question modulo $p^{3}$ :

Theorem 3.6. Assume conjecture 3.5 is true. Then, the absolute minimal degree lift

$$
\nu=\left(\left(x_{0}, x_{1}, \tilde{x}_{2}\right),\left(y_{0}, y_{1}, \tilde{y}_{2}\right)\right)
$$

is such that $\operatorname{deg} \tilde{x}_{2}=3 p^{2}-1$ and $\boldsymbol{E}$ is the canonical lift (modulo $p^{3}$ ). Moreover, we have that

$$
\frac{d \tilde{x}_{2}}{d x_{0}}=\frac{d x_{2}}{d x_{0}}
$$

Proof. First we observe, as we mentioned above, that $\boldsymbol{E}$ modulo $p^{2}$ has to be the canonical lift, and $x_{1}$ and $y_{1}$ come from the elliptic Teichmüller.

We now prove that we always have such a lift to the canonical lift. We will actually give a way to construct the absolute minimal degree lift: if

$$
\tau=\left(\left(x_{0}, x_{1}, x_{2}\right),\left(y_{0}, y_{1}, y_{2}\right)\right)
$$

is the elliptic Teichmüller lift, we compute, using the division algorithm,

$$
x_{2}=f\left(x_{0}\right)^{\left(p^{2}+1\right) / 2} q_{1}\left(x_{0}\right)+r_{1}\left(x_{0}\right) \quad\left(\operatorname{deg}_{x_{0}} r_{1} \leq\left(3 p^{2}+1\right) / 2\right) .
$$

Now define $\tilde{x}_{2} \stackrel{\text { def }}{=} r_{1}\left(x_{0}\right)$ and $\tilde{y}_{2} \stackrel{\text { def }}{=} y_{2}-y_{0}\left[f^{\prime}\left(x_{0}\right) p^{p^{2}} q_{1}\left(x_{0}\right)\right] / 2$. Then, we have

$$
2 y_{0}^{p^{2}} \tilde{y}_{2}-f^{\prime}\left(x_{0}\right)^{p^{2}} \tilde{x}_{2}=2 y_{0}^{p^{2}} y_{2}-f^{\prime}\left(x_{0}\right)^{p^{2}} x_{2}
$$

and thus, by equation (3.1),

$$
\nu \stackrel{\text { def }}{=}\left(\left(x_{0}, x_{1}, \tilde{x}_{2}\right),\left(y_{0}, y_{1}, \tilde{y}_{2}\right)\right)
$$

is another lift from $E$ to its canonical lift, and since $\operatorname{deg} \tilde{x}_{2} \leq\left(3 p^{2}+1\right)$, by proposition 3.2, it is the minimal lift. We now have to prove that $\operatorname{deg} \tilde{x}_{2}=$ $3 p^{2}-1$ : let $d\left(x_{0}\right) \stackrel{\text { def }}{=} x_{0}^{p^{2}} x_{2}-3 / 4 x_{1}^{2 p}$. So, theorem 2.13 tells us that $\operatorname{deg}_{x_{0}} d\left(x_{0}\right)=$ $\left(5 p^{2}-1\right) / 2$. We can then write

$$
\begin{align*}
x_{0}^{p^{2}} x_{2} & =x_{0}^{p^{2}} f\left(x_{0}\right)^{\left(p^{2}+p\right) / 2} q\left(x_{0}\right)^{p}+\left[r\left(x_{0}\right)^{p}+d\left(x_{0}\right)\right]  \tag{3.3}\\
& =x_{0}^{p^{2}} f\left(x_{0}\right)^{\left(p^{2}+1\right) / 2}\left[f\left(x_{0}\right)^{(p-1) / 2} q\left(x_{0}\right)^{p}\right]+\left[r\left(x_{0}\right)^{p}+d\left(x_{0}\right)\right],
\end{align*}
$$

with $\operatorname{deg}_{x_{0}}\left[r\left(x_{0}\right)^{p}+d\left(x_{0}\right)\right]=\left(5 p^{2}-1\right) / 2$ (since we are assuming the conjecture to be true), and thus it is the remainder of the division of $x_{0}^{p^{2}} x_{2}$ by $x_{0}^{p^{2}} f\left(x_{0}\right)^{\left(p^{2}+1\right) / 2}$. We see then that $x_{0}^{p^{2}}$ divides this remainder and $\tilde{x}_{2}=r_{1}\left(x_{0}\right)=$ $\left[r\left(x_{0}\right)^{p}+d\left(x_{0}\right)\right] / x_{0}^{p^{2}}$, which implies that $\operatorname{deg}_{x_{0}} \tilde{x}_{2}=\left(3 p^{2}-1\right) / 2$.

After we prove that this is indeed the absolute minimal lift of $E$, the last part of the statement of the theorem is just a consequence of equation (3.3): we have

$$
\begin{aligned}
x_{2} & =f\left(x_{0}\right)^{\left(p^{2}+p\right) / 2} q\left(x_{0}\right)^{p}+\frac{r\left(x_{0}\right)^{p}+d\left(x_{0}\right)}{x_{0}^{p^{2}}} \\
& =f\left(x_{0}\right)^{\left(p^{2}+p\right) / 2} q\left(x_{0}\right)^{p}+\tilde{x}_{2},
\end{aligned}
$$

and taking derivatives gives us the result.
Now, we prove that this indeed gives us the absolute minimal degree lift: assume we have some lift of $E$ to some curve $\boldsymbol{E}$ (not necessarily the canonical lift) with $\operatorname{deg} \tilde{x}_{2} \leq 3 p^{2}-1$. Let

$$
\tilde{\tilde{x}}_{2} \xlongequal[=\text { def }]{=} \tilde{x}_{2}+\left[q\left(x_{0}\right) f\left(x_{0}\right)^{(p+1) / 2}\right]^{p}
$$

(with the $q\left(x_{0}\right)$ from the conjecture) and

$$
\tilde{\tilde{y}}_{2} \xlongequal{\text { def }} \tilde{y}_{2}+\frac{y_{0}}{2}\left[f^{\prime}\left(x_{0}\right)^{p^{2}} f\left(x_{0}\right)^{(p-1) / 2} q\left(x_{0}\right)^{p}\right] .
$$

Then,

$$
\tilde{\nu}:\left(x_{0}, y_{0}\right) \mapsto\left(\left(x_{0}, x_{1}, \tilde{\tilde{x}}_{2}\right),\left(y_{0}, y_{1}, \tilde{\tilde{y}}_{2}\right)\right),
$$

is another lift, since

$$
2 y_{0}^{p^{2}} \tilde{y}_{2}-f^{\prime}\left(x_{0}\right)^{p^{2}} \tilde{\tilde{x}}_{2}=2 y_{0}^{p^{2}} \tilde{y}_{2}-f^{\prime}\left(x_{0}\right)^{p^{2}} \tilde{x}_{2} .
$$

But then, by hypothesis,

$$
x_{0}^{p^{2}} \tilde{\tilde{x}}_{2}-\frac{3}{4} x_{1}^{2 p}=x_{0}^{p^{2}} \tilde{x}_{2}+\left[x_{0}^{p} q\left(x_{0}\right) f\left(x_{0}\right)^{(p+1) / 2}\right]^{p}-\frac{3}{4} x_{1}^{2 p}=x_{0}^{p^{2}} \tilde{x}_{2}-r\left(x_{0}\right)^{p}
$$

has degree, as a polynomial in $x_{0}$, less than or equal to $\left(5 p^{2}-1\right) / 2$. Theorem 2.13 then tells us that $\boldsymbol{E}$ is the canonical lift modulo $p^{3}, \tilde{\tilde{x}}_{2}$ and $\tilde{\tilde{y}}_{2}$ are $x_{2}$ and $y_{2}$ from the elliptic Teichmüller, and $\operatorname{deg}_{x_{0}}\left[x_{0}^{p^{2}} \tilde{x}_{2}-r\left(x_{0}\right)\right]=\left(5 p^{2}-1\right) / 2$, what implies $\operatorname{deg} \tilde{x}_{2}=3 p^{2}-1$.

Thus, if the conjecture is true, the minimal lift among all choices of curves $\boldsymbol{E}$ occurs for $\boldsymbol{E}$ equal to the canonical lift, and with this minimal degree of $\tilde{x}_{2}$ exactly $3 p^{2}-1$.

Theorem 3.6 justifies why our modified algorithm (when we did not introduce the terms from $x_{1}^{2 p}$ in the computation of $x_{2}$ ) described in the end of the section 2.6 seems to work. That modified algorithm computes the absolute minimal degree lift and the canonical lift. Also, note that we can verify the existence of such lift with $\operatorname{deg} \tilde{x}_{2}=3 p^{2}-1$ before we really have to compute $x_{2}$, since its existence depends only on the conjecture, that deals only with $x_{1}$ (which can be computed fairly fast). Using the modified algorithm, we can then compute $\tilde{x}_{2}$ and $\tilde{y}_{2}$ without computing $x_{2}$ and $y_{2}$. Our function written for Magma gives you an option to compute this absolute minimal degrees lift instead of the Teichmüller is this exact way. Note that the curve obtained by this algorithm is then necessarily the canonical lift.

### 3.3 Minimal Lifts and the Frobenius

Having a lift from $E$ to $\boldsymbol{E} / W_{2}(k)$ is equivalent to having a lift of the Frobenius (see [1]) in the affine part of $E$. In fact, if the lift is given by

$$
\left(x_{0}, y_{0}\right) \mapsto\left(\left(x_{0}, x_{1}\right),\left(y_{0}, y_{1}\right)\right)
$$

one can define $\phi(\boldsymbol{x}, \boldsymbol{y}) \stackrel{\text { def }}{=}\left(\boldsymbol{x}^{p}+p \boldsymbol{x}_{1}, \boldsymbol{y}^{p}+p \boldsymbol{y}_{1}\right)$, where $\boldsymbol{x}_{1}$ is any polynomial in $W_{2}(k)[\boldsymbol{x}]$ with reduction $x_{1}$ and $\boldsymbol{y}_{1}$ is any polynomial in $W_{2}(k)[\boldsymbol{x}, \boldsymbol{y}]$ with reduction $y_{1}$.

On the other hand, having a lift from $E$ to $\boldsymbol{E} / W_{3}(k)$ just guarantees a lift of $\phi^{2}$ :
$\phi^{2}(\boldsymbol{x}, \boldsymbol{y}) \stackrel{\text { def }}{=}\left(\boldsymbol{x}^{p^{2}}+p \boldsymbol{x}_{1}^{p}+p^{2}\left(\boldsymbol{x}_{2}-\boldsymbol{x}^{p(p-1)} \boldsymbol{x}_{1}\right),\left(\boldsymbol{y}^{p^{2}}+p \boldsymbol{y}_{1}^{p}+p^{2}\left(\boldsymbol{y}_{2}-\boldsymbol{y}^{p(p-1)} \boldsymbol{y}_{1}\right)\right)\right)$.

Of course, the canonical lift always has a lift of $\phi$ associated to $\tau$. So, one could ask if the Frobenius also lifts (at least for the the affine parts) for these minimal lifts, making the diagram

commute. (Here $\sigma$ represents the Frobenius in $k$ and $W(k)$.) Note that in the case where $\boldsymbol{E}$ is the canonical lift of $E$ (and therefore $\boldsymbol{E}^{\sigma}$ is the canonical lift of $E^{\sigma}$ ), we cannot use the lift of the Frobenius associated to the elliptic Teichmüller, since the diagram would not commute.

Lemma 3.7. Let $P(X, Y)$ be a polynomial over a field of characteristic zero.

Then

$$
\begin{aligned}
& P\left(X_{0}+p X_{1}, Y_{0}+p Y_{1}\right) \\
& \quad \equiv P\left(X_{0}, Y_{0}\right)+p\left(\frac{\partial P}{\partial X}\left(X_{0}, Y_{0}\right) X_{1}+\frac{\partial P}{\partial Y}\left(X_{0}, Y_{0}\right) Y_{1}\right) \quad\left(\bmod p^{2}\right)
\end{aligned}
$$

Proof. This is an easy application of Taylor's formula for $P$.

Proposition 3.8. Assume conjecture 3.5 is true. Let $\nu$ be the minimal lift from affine part of $E$ (ordinary) to the affine part of $\boldsymbol{E} / W_{3}(k)$, such that, modulo $p^{2}, \nu$ gives us the Teichmüller. We have a lift of the Frobenius (for the affine parts) that make the diagram (3.4) commute if, and only if, deg $\tilde{x}_{2}=$ $3 p^{2}-1$ (and then $\nu$ is the absolute minimal degree lift and $\boldsymbol{E}$ is the canonical lift).

Proof. Note that the minimality of $\nu$ implies that $\boldsymbol{E}$ is the canonical lift modulo $p^{2}$. Now assume that we have a lift of $\phi$ associated to $\nu$ :

$$
\phi(\boldsymbol{x}, \boldsymbol{y})=\left(\boldsymbol{x}^{p}+p \boldsymbol{x}_{1}+p^{2} \boldsymbol{P}, \boldsymbol{y}^{p}+p \boldsymbol{y}_{1}+p^{2} \boldsymbol{Q}\right) .
$$

Let $\delta$ be the $p$-derivation associated to $\phi$ (as in equation (2.12)). We have

$$
\delta \boldsymbol{x}=\boldsymbol{x}_{1}+p \boldsymbol{P}
$$

and, using lemma 3.7,

$$
\begin{align*}
\delta^{2} \boldsymbol{x} & =\frac{\left(\boldsymbol{x}_{1}+p \boldsymbol{P}\right)^{\sigma} \circ \phi-\left(\boldsymbol{x}_{1}+p \boldsymbol{P}\right)^{p}}{p} \\
& =\frac{\boldsymbol{x}_{1}^{\sigma}\left(\boldsymbol{x}^{p}\right)-\boldsymbol{x}_{1}^{p}}{p}+\frac{d \boldsymbol{x}_{1}{ }^{\sigma}}{d \boldsymbol{x}}\left(\boldsymbol{x}^{p}\right) \cdot \boldsymbol{x}_{1}+\boldsymbol{P}^{\sigma}\left(\boldsymbol{x}^{p}\right)+p \cdot(\ldots) . \tag{3.5}
\end{align*}
$$

But, by [1], we have that the reduction modulo $p$ of $\delta^{2} \boldsymbol{x}$ must be equal to $\tilde{x}_{2}-x_{0}^{p(p-1)} x_{1}$. Taking derivatives, the reduction modulo $p$ of $\boldsymbol{P}^{\sigma}\left(\boldsymbol{x}^{p}\right)$ vanishes
(it is a $p$-power). So all that is left after taking derivative does not depend on $\boldsymbol{P}$, it depends only on $x_{1}$, and then, should give the same result as if we had used the lift of the Frobenius given by the elliptic Teichmüller (that maybe takes $E$ to an $\boldsymbol{E}^{\prime} \neq \boldsymbol{E}$, but necessarily $\left.\boldsymbol{E}^{\prime} \equiv \boldsymbol{E}\left(\bmod p^{2}\right)\right)$. Therefore

$$
\frac{d \tilde{x}_{2}}{d x_{0}}-x_{0}^{p(p-1)} \frac{d x_{1}}{d x_{0}}=\frac{d x_{2}}{d x_{0}}-x_{0}^{p(p-1)} \frac{d x_{1}}{d x_{0}}
$$

Since $\operatorname{deg} \tilde{x}_{2} \leq 3 p^{2}+1$ and it has the same derivative as $x_{2}$, we have $\operatorname{deg} \tilde{x}_{2}=$ $3 p^{2}-1$.

Conversely, assume $\nu$ is such that $\operatorname{deg} \tilde{x}_{2}=3 p^{2}-1$. By theorem 3.6, the curve $\boldsymbol{E}$ is the canonical lift of $E$ and $d x_{2} / d x_{0}=d \tilde{x}_{2} / d x_{0}$. Hence, $\Delta x \stackrel{\text { def }}{=} x_{2}-\tilde{x}_{2}$ is a $p$-power. This implies that $\Delta y \stackrel{\text { def }}{=} y_{2}-\tilde{y}_{2}$ can also be written as a $p$-power, since

$$
2 y_{0}^{p^{2}} \Delta y=f^{\prime}\left(x_{0}\right)^{p^{2}} \Delta x
$$

Let

$$
\phi_{1}(\boldsymbol{x}, \boldsymbol{y})=\left(\boldsymbol{x}^{p}+p \boldsymbol{x}_{1}+p^{2} \boldsymbol{P}_{1}, \boldsymbol{y}^{p}+p \boldsymbol{y}_{1}+p^{2} \boldsymbol{Q}_{1}\right)
$$

be the Frobenius associated to $\tau$. Define now $\boldsymbol{P}_{2}$ as $\boldsymbol{P}_{1}$ minus a lift of $(\Delta x)^{1 / p}$, that we shall call $\Delta \boldsymbol{P}$, and $\boldsymbol{Q}_{2}$ as $\boldsymbol{Q}_{1}$ minus a lift of $(\Delta y)^{1 / p}$, that we shall call $\Delta \boldsymbol{Q}$. We claim that in this case, the $\phi_{2}$ as defined as

$$
\phi_{2}(\boldsymbol{x}, \boldsymbol{y})=\left(\boldsymbol{x}^{p}+p \boldsymbol{x}_{1}+p^{2} \boldsymbol{P}_{2}, \boldsymbol{y}^{p}+p \boldsymbol{y}_{1}+p^{2} \boldsymbol{Q}_{2}\right),
$$

is a lift of the Frobenius associated to $\nu$. First, we check that it is well defined: let $X \stackrel{\text { def }}{=} \boldsymbol{x}^{p}+p \boldsymbol{x}_{1}+p^{2} \boldsymbol{P}_{1}$ and $\boldsymbol{y} \stackrel{\text { def }}{=} \boldsymbol{y}^{p}+p \boldsymbol{y}_{1}+p^{2} \boldsymbol{Q}_{1}$. Then

$$
y^{2} \equiv \boldsymbol{f}^{\sigma}(X) \quad\left(\bmod p^{3}\right)
$$

and we need to prove

$$
\left(y-p^{2} \Delta \boldsymbol{Q}\right)^{2} \equiv \boldsymbol{f}^{\sigma}\left(\mathcal{X}-p^{2} \Delta \boldsymbol{P}\right) \quad\left(\bmod p^{3}\right)
$$

But, applying lemma 3.7, that is equivalent to

$$
2 \boldsymbol{y} \Delta \boldsymbol{Q} \equiv\left(\boldsymbol{f}^{\prime}\right)^{\sigma}(\mathcal{X}) \cdot \Delta \boldsymbol{P} \quad(\bmod p)
$$

or

$$
2 y_{0}^{p}(\Delta y)^{1 / p}=f^{\prime}\left(x_{0}\right)^{p}(\Delta x)^{1 / p}
$$

that we can see is true, by raising both sides of the equation to the $p$-th power.
Clearly $\phi_{2}$ is a lift of the Frobenius, and the fact that it makes the diagram (3.4) commute is equivalent to the fact that $\delta_{2} \boldsymbol{x}=\tilde{x}_{2}-x_{0}^{p(p-1)} x_{1}$ and $\delta_{2} \boldsymbol{y}=\tilde{y}_{2}-y_{0}^{p(p-1)} y_{1}$, where $\delta_{2}$ is the $p$-derivation associated to $\phi_{2}$. This can be easily checked by noticing that the reduction of

$$
\begin{align*}
\delta_{i}^{2} \boldsymbol{x} & =\frac{\left(\boldsymbol{x}_{1}+p \boldsymbol{P}_{i}\right)^{\sigma} \circ \phi_{i}-\left(\boldsymbol{x}_{1}+p \boldsymbol{P}_{i}\right)^{p}}{p}  \tag{3.6}\\
& =\frac{\boldsymbol{x}_{1}^{\sigma}\left(\boldsymbol{x}^{p}\right)-\boldsymbol{x}_{1}^{p}}{p}+\frac{d \boldsymbol{x}_{1}{ }^{\sigma}}{d \boldsymbol{x}}\left(\boldsymbol{x}^{p}\right) \cdot \boldsymbol{x}_{1}+\boldsymbol{P}_{i}^{\sigma}\left(\boldsymbol{x}^{p}\right)+p \cdot(\ldots)
\end{align*}
$$

for $i=2$ differs from the reduction for $i=1$ by $\Delta x$ (that is, the $p$-power of the reduction of $\Delta \boldsymbol{P})$, and the analogue will hold for $\delta_{2} \boldsymbol{y}$.

The above proposition then says that conjecture 3.5 implies that the minimal degree lift from the affine part of $E$ to the affine part of its canonical lift has a lift of the Frobenius associated to it.

Also, the proof the proposition also gives us:
Proposition 3.9. Let $C$ be the hyperelliptic curve

$$
C / k: \quad y_{0}^{2}=f\left(x_{0}\right)
$$

where $f$ is a monic polynomial of degree $d \geq 3$ with simple roots, and suppose that we have a lift of $C$

$$
\boldsymbol{C} / W_{3}(k): \quad \boldsymbol{y}^{2}=\boldsymbol{f}(\boldsymbol{x})
$$

for which the Frobenius lift in the affine part of $\boldsymbol{C}$. Let

$$
\nu \stackrel{\text { def }}{=}\left(\left(x_{0}, x_{1}, x_{2}\right),\left(y_{0}, y_{1}, y_{2}\right)\right)
$$

be the lift of points, and also assume that $x_{i}$ is a polynomial in $x_{0}$. Then,

$$
\frac{d x_{2}}{d x_{0}}=\left(\frac{d x_{1}}{d x_{0}}\right)^{p+1}+\left(\frac{d x_{1}}{d x_{0}}\right)^{p} x_{0}^{p-1}+\left(x_{0}^{p(p-1)}-x_{1}^{p-1}\right) \frac{d x_{1}}{d x_{0}}
$$

In particular, if $d x_{1} / d x_{0}=\lambda y_{0}^{p-1}-x_{0}^{p-1}$ for some $\lambda \in k^{*}$, then

$$
\frac{d x_{2}}{d x_{0}}=\lambda^{p+1} y_{0}^{p^{2}-1}-x_{0}^{p^{2}-1}-x_{1}^{p-1} \frac{d x_{1}}{d x_{0}}
$$

Proof. Let $\boldsymbol{x}_{1}$ and $\boldsymbol{y}_{1}$ be lifts of $x_{1}$ and $y_{1}$ to $W_{3}(k)[\boldsymbol{x}]$ and $W_{3}(k)[\boldsymbol{x}, \boldsymbol{y}]$ respectively. Then the lift of the Frobenius has the form

$$
\phi(\boldsymbol{x}, \boldsymbol{y})=\left(\boldsymbol{x}^{p}+p \boldsymbol{x}_{1}+p^{2} \boldsymbol{P}, \boldsymbol{y}^{p}+p \boldsymbol{y}_{1}+p^{2} \boldsymbol{Q}\right),
$$

for some polynomials $\boldsymbol{P}$ and $\boldsymbol{Q}$. As in the proof of proposition 3.8, formula (3.5) also holds in this case. The reduction of this formula modulo $p$ is equal to $x_{2}-x_{0}^{p(p-1)}$, and taking derivatives of both sides of this equation gives the result.

### 3.4 Characteristic 2

We now compute the canonical lifting and the elliptic Teichmüller modulo higher powers of 2 of an elliptic curve in characteristic 2 , where our previous analysis does not apply. So, throughout this section we are going to fix $p=2$.

An ordinary elliptic curve in characteristic 2 over an algebraic closed field (or over some finite extension of our original ground field $k$ ) can always be put in the form

$$
y_{0}^{2}+x_{0} y_{0}=x_{0}^{3}+a_{0}
$$

and so, we consider the canonical lift having the same form:

$$
\boldsymbol{y}^{2}+\boldsymbol{x} \boldsymbol{y}=\boldsymbol{x}^{3}+\boldsymbol{a}
$$

Voloch and Walker in [9] computed the reduction modulo 4, obtaining

$$
a_{1}=a_{0}^{2}, \quad x_{1}=a_{0}, \quad y_{1}=\left(x_{0}^{2}+x_{0}\right) y_{0}+x_{0}^{3}+a_{0} x_{0}^{2}+a_{0} .
$$

(Notice that for $p=2, y_{n}$ is not necessarily $y_{0}$ times a polynomial in $x_{0}$.)
To compute the reduction modulo higher powers of 2 , we first computed the derivative of $x_{n}$.

Theorem 3.10. For $p=2$ and $n \geq 1$, we have

$$
\frac{d x_{n}}{d x_{0}}=0
$$

We are going to break the proof in small lemmas. But first, we introduce the notation

$$
\mathcal{F} \stackrel{\text { def }}{=} \frac{1}{p} \phi^{*}
$$

where $\phi$ is the lift of the Frobenius. Also, we denote by $\delta$ the 2-derivation associated to $\phi$.

Lemma 3.11. We have that

$$
\mathcal{F}^{n}(d \boldsymbol{x})=d\left(\delta^{n} \boldsymbol{x}\right)+\boldsymbol{x}^{2^{n}-1} d \boldsymbol{x}+\ldots,
$$

where every omitted term that contains $d \boldsymbol{x}$ is a multiple of 2 and no other term contains $d\left(\delta^{n} \boldsymbol{x}\right)$.

Proof. We prove it by induction on $n$. For $n=1$, we have:

$$
\mathcal{F}(d \boldsymbol{x})=\frac{d(\boldsymbol{x} \circ \phi)}{2}=\frac{d\left(\boldsymbol{x}^{2}+2 \delta \boldsymbol{x}\right)}{2}=\boldsymbol{x} d \boldsymbol{x}+d(\delta \boldsymbol{x}) .
$$

Suppose now the lemma true for $n$. We prove if for $n+1$ :

$$
\begin{aligned}
\mathcal{F}^{n+1}(d \boldsymbol{x})= & \mathcal{F}\left(\mathcal{F}^{n}(d \boldsymbol{x})\right)=\mathcal{F}\left(d\left(\delta^{n} \boldsymbol{x}\right)+\boldsymbol{x}^{2^{n}-1} d \boldsymbol{x}+\ldots\right) \\
= & \left(\delta^{n} \boldsymbol{x}\right) d\left(\delta^{n} \boldsymbol{x}\right)+d\left(\delta^{n+1} \boldsymbol{x}\right) \\
& +\left(\boldsymbol{x}^{2}+2 \delta \boldsymbol{x}\right)^{2^{n}-1}(\boldsymbol{x} d \boldsymbol{x}+d(\delta \boldsymbol{x}))+\ldots \\
= & d\left(\delta^{n+1} \boldsymbol{x}\right)+\boldsymbol{x}^{2^{n+1}-2}(\boldsymbol{x} d \boldsymbol{x}+d(\delta \boldsymbol{x}))+\ldots \\
= & d\left(\delta^{n+1} \boldsymbol{x}\right)+\boldsymbol{x}^{2^{n+1}-1} d \boldsymbol{x}+\ldots,
\end{aligned}
$$

and the omitted terms do not have a term with $d \boldsymbol{x}$ that is not a multiple of 2 or a term with $d\left(\delta^{n+1} \boldsymbol{x}\right)$, for $\mathcal{F}$ does not introduce denominators, and thus takes multiples of 2 to multiples of 2, and $\mathcal{F}\left(d\left(\delta^{i} \boldsymbol{x}\right)\right)$ gives just terms with $d\left(\delta^{i} \boldsymbol{x}\right)$ and $d\left(\delta^{i+1} \boldsymbol{x}\right)$.

Lemma 3.12. The reduction modulo 2 of $d\left(\delta^{n} \boldsymbol{x}\right)$ can be written as

$$
d x_{n}+\sum_{i=1}^{n-1} \frac{\partial P_{n}}{\partial x_{i}} d x_{i}
$$

where $P_{n} \in \mathbb{F}_{2}\left[x_{0}, \ldots, x_{n-1}\right]$.

Proof. We recall that the reduction modulo 2 of $\delta^{n} \boldsymbol{x}$ is $x_{n}+P_{n}\left(x_{0}, \ldots, x_{n-1}\right)$, for some polynomial $P_{n}$, that the proof of lemma 2.6 in [1] shows us how to compute. Therefore, the reduction modulo 2 of $d\left(\delta^{n} \boldsymbol{x}\right)$ can be written as

$$
d x_{n}+\frac{\partial P_{n}}{\partial x_{0}} d x_{0}+\sum_{i=1}^{n-1} \frac{\partial P_{n}}{\partial x_{i}} d x_{i}
$$

So, it suffices to prove that $\partial P_{n} / \partial x_{0}=0$ for all $n \geq 1$, that is the same as saying that $P_{n}$ just have even powers of $x_{0}$, what we prove by induction on $n$. For $n=1$ it is trivial, since $P_{1}=0$. Then, assume it is true for all $i \leq n$. We recall how to compute $P_{n}$ : let

$$
a \stackrel{\text { def }}{=} \sum_{k \geq 0} x_{k} 2^{k}
$$

considering $a$ in characteristic zero and $x_{k}$ 's as independent variables. Let $\delta^{0} a \stackrel{\text { def }}{=} a$ and $\phi\left(x_{i}\right) \stackrel{\text { def }}{=} x_{i}^{2}$ and extend $\phi$ linearly to power series and polynomials. Define

$$
\delta^{i+1}(a) \stackrel{\text { def }}{=} \frac{1}{2}\left(\phi\left(\delta^{i} a\right)-\left(\delta^{i} a\right)^{2}\right)
$$

If we write

$$
\delta^{n} a=\sum_{k \geq 0} \Theta_{k} 2^{k}
$$

where $\Theta_{k} \in \mathbb{Z}\left[x_{0}, x_{1}, \ldots\right]$ with coefficients 0 or 1 , then

$$
\begin{equation*}
P_{n}\left(x_{0}, x_{1}^{2}, \ldots, x_{n-1}^{2^{n-1}}\right)=\Theta_{0}\left(x_{0}, x_{1}, \ldots, x_{n}\right)-x_{n}^{2^{n}} \tag{3.7}
\end{equation*}
$$

(Here we are identifying $P_{n}$ with the corresponding polynomial with integers coefficients.) Now,

$$
\begin{aligned}
\delta^{n+1} a= & \frac{1}{2}\left[\left(\phi\left(\Theta_{0}\right)+2 \phi\left(\Theta_{1}\right)+\ldots\right)\right. \\
& \left.-\left(\Theta_{0}^{2}+4 \Theta_{0}\left(\Theta_{1}+2 \Theta_{2}+\ldots\right)+4\left(\Theta_{1}+2 \Theta_{2}+\ldots\right)^{2}\right)\right] \\
= & \frac{\phi\left(\Theta_{0}\right)-\Theta_{0}^{2}}{2}+\phi\left(\Theta_{1}\right)+2(\ldots)
\end{aligned}
$$

By induction hypothesis and equation 3.7, we have that $\Theta_{0}$ just has even powers of $x_{0}$, and therefore, so does $\left[\phi\left(\Theta_{0}\right)-\Theta_{0}^{2}\right] / 2$. Clearly $\phi\left(\Theta_{1}\right)$ just has even powers of $x_{0}$, which finishes the proof, since

$$
P_{n+1}\left(x_{0}, x_{1}^{2}, \ldots, x_{n}^{2^{n}}\right) \equiv \frac{\phi\left(\Theta_{0}\right)-\Theta_{0}^{2}}{2}+\phi\left(\Theta_{1}\right)-x_{n+1}^{2^{n+1}} \quad(\bmod 2)
$$

Lemma 3.13. Let

$$
\omega_{n} \stackrel{\text { def }}{=} \text { reduction modulo } 2 \text { of } \mathcal{F}^{n}\left(\frac{d \boldsymbol{x}}{2 \boldsymbol{y}+\boldsymbol{x}}\right) \text {. }
$$

Then, $\omega_{n}=d x_{0} / x_{0}$.

Proof. Let $C$ be the Cartier operator. Then, since $\mathcal{F}$ is the "inverse" of $C$ (see [3]), we have that $C^{n}\left(\omega_{n}\right)=d x_{0} / x_{0}$. On the other hand, since $\omega_{n}$ is holomorphic, $\omega_{n}=\alpha d x_{0} / x_{0}$, and so $C^{n}\left(\omega_{n}\right)=\alpha^{1 / 2^{n}} d x_{0} / x_{0}$. Thus $\alpha=1$, and $\omega_{n}=d x_{0} / x_{0}$.

With these lemmas, we prove the theorem:

Proof of Theorem 3.10. The theorem is equivalent to say that $d x_{n}=0$ for $n \geq 1$. We prove it by induction on $n$. With the same notation as in the the previous lemma, for $n=1$ we have:

$$
\omega_{1}=\frac{x_{0} d x_{0}+d x_{1}}{x_{0}^{2}}=\frac{d x_{0}}{x_{0}}
$$

where the last equality comes from lemma 3.13. This equation gives us $d x_{1}=0$.
Now, assume $d x_{i}=0$ for $i=1, \ldots, n-1$. We prove that $d x_{n}=0$ : we have that $\omega_{n}$ is given by

$$
\omega_{n}=\frac{d x_{n}+x_{0}^{2^{n}-1} d x_{0}+\ldots}{x_{0}^{2^{n}}}
$$

where all omitted term can be written only with $d x_{1}, \ldots, d x_{n-1}$, by lemmas 3.11 and 3.12. By induction hypothesis and lemma 3.13, we have

$$
\frac{x_{0}^{2^{n}-1} d x_{0}+d x_{n}}{x_{0}^{2^{n}}}=\frac{d x_{0}}{x_{0}}
$$

which proves that $d x_{n}=0$.

We can now compute the canonical lift modulo $2^{3}$ : the algorithm described in section 2.6 does not work, but we can still compute it. We know that $d x_{2} / d x_{0}=0$, and so $x_{2}$ just has even powers of $x_{0}$, and from chapter 2 , we know that $\operatorname{deg} x_{2}=12$, with leading coefficient 1 , and that $\operatorname{deg} y_{2}<16$. The third coordinate of the equation is not too complicated, and we simply write

$$
x_{2}=x_{0}^{6}+\sum_{i=0}^{2} A_{2 i} x_{0}^{2 i}
$$

and

$$
y_{2}=\sum_{i=0}^{7} B_{i} x_{0}^{i}+y_{0} \sum_{i=0}^{6} C_{i} x_{0}^{i}
$$

leaving the $A_{2 i}$ 's, $B_{i}$ 's, $C_{i}$ 's and $a_{2}$ as unknowns in the third coordinate of the equation of the curve, and force the equality by solving the linear system given by this equation.

Solving that we find an unique solution:

$$
\begin{aligned}
a_{2}= & a_{0}^{4} \\
x_{2}= & a_{0} x_{0}^{2}+x_{0}^{6} \\
y_{2}= & \left(a_{0}^{2}+a_{0}^{4}\right)+\left(a_{0}+a_{0}^{3}\right) x_{0}^{2}+a_{0}^{4} x_{0}^{4}+\left(1+a_{0}^{2}\right) x_{0}^{5}+\left(1+a_{0}+a_{0}^{2}\right) x_{0}^{6} \\
& +\left[\left(1+a_{0}^{2}\right) x_{0}^{3}+a_{0} x_{0}^{4}+x_{0}^{6}\right] y_{0} .
\end{aligned}
$$

The uniqueness implies that this has to give us the canonical lift and the Teichmüller map, as one can also check by analyzing $\boldsymbol{x} / \boldsymbol{y}$.

To check solutions with smaller degrees, we can try to write

$$
x_{2}=\sum_{i=0}^{6} A_{i} x_{0}^{i}+y_{0} \sum_{i=0}^{4} A_{i}^{\prime} x_{0}^{i}
$$

and $y_{2}$ as before and try to solve it in the same way, but we will still find exactly one single solution to the corresponding system, again having the canonical lift and the Teichmüller map as the result.

But, in this case, we do have a lift

$$
\nu=\left(\left(x_{0}, x_{1}, \tilde{x}_{2}\right),\left(y_{0}, y_{1}, \tilde{y}_{2}\right)\right)
$$

with $\operatorname{deg} \tilde{x}_{2}<\operatorname{deg} x_{2}$, but in this case, in contrast to what happens to characteristic different from 2 , we have $\operatorname{deg} \tilde{y}_{2}>\operatorname{deg} y_{2}$. Such a lift is:

$$
\begin{aligned}
a_{2}= & a_{0}^{4} \\
\tilde{x}_{2}= & a_{0} x_{0}^{2} \\
\tilde{y}_{2}= & \left(a_{0}^{2}+a_{0}^{4}\right)+\left(a_{0}+a_{0}^{2}+a_{0}^{3}\right) x_{0}^{2}+\left(a_{0}+a_{0}^{4}\right) x_{0}^{4} \\
& +\left(1+a_{0}^{2}\right) x_{0}^{5}+\left(1+a_{0}+a_{0}^{2}\right) x_{0}^{6}+x_{0}^{7}+x_{0}^{8}+x_{0}^{10} \\
& +\left[\left(1+a_{0}^{2}\right) x_{0}^{3}+a_{0} x_{0}^{4}+x_{0}^{5}+x_{0}^{6}\right] y_{0}
\end{aligned}
$$

If we compute another coordinate, we have $\operatorname{deg} x_{3}<28$ and $\operatorname{deg} y_{3}<36$, by our analysis of leading coefficients. Proceeding as described above, we can try to find the canonical lift and possibly some lift with smaller degrees, we can set

$$
x_{3}=\sum_{i=0}^{13} A_{i} x_{0}^{i}+y_{0} \sum_{i=0}^{11} B_{i} x_{0}^{i}
$$

and

$$
y_{3}=\sum_{i=0}^{17} C_{i} x_{0}^{i}+y_{0} \sum_{i=0}^{16} D_{i} x_{0}^{i}
$$

and solve the corresponding system. We get, as solutions $a_{3}=a_{0}^{8}$,

$$
x_{3}=a_{0}^{8}+a_{0} x_{0}^{6}+A_{8} x_{0}^{8}+A_{9} x_{0}^{9}+x_{0}^{10}+x_{0}^{12}+y_{0}\left(D_{16} x_{0}^{8}\right),
$$

and

$$
\begin{aligned}
& y_{3}=a_{0}^{4}+ a_{0}^{5} \\
&+a_{0}^{4} A_{8}+a_{0}^{4} A_{9} x_{0}+a_{0}^{5} x_{0}^{2}+\left(a_{0}^{2}+a_{0}^{6}+a_{0}^{8}+a_{0}^{10}+a_{0}^{2} A_{8}\right) x_{0}^{4} \\
&+\left(a_{0}^{4}+a_{0}^{2} A_{9}\right) x_{0}^{5}+\left(a_{0}+a_{0}^{5}+a_{0}^{7}+a_{0}^{9}+a_{0} A_{8}\right) x_{0}^{6} \\
&+\left(a_{0}^{2}+a_{0}^{3}+a_{0}^{4}+a_{0} A_{9}+a_{0} D_{16}\right) x_{0}^{7}+\left(a_{0}+a_{0}^{2}+a_{0}^{3}+a_{0}^{4}+a_{0}^{6}\right) x_{0}^{8} \\
&+\left(1+a_{0}^{6}+a_{0}^{8}+A_{8}\right) x_{0}^{9}+\left(1+a_{0}^{6}+a_{0}^{8}+A_{8}+A_{9}+D_{16}\right) x_{0}^{10} \\
&+\left(1+a_{0}^{2}+a_{0}^{3}+A_{9}\right) x_{0}^{11}+\left(1+a_{0}+a_{0}^{3}+a_{0}^{8}+A_{8}\right) x_{0}^{12} \\
&+\left(1+a_{0}^{2}+a_{0}^{4}+A_{9}\right) x_{0}^{13}+\left(1+a_{0}+a_{0}^{2}+a_{0}^{4}\right) x_{0}^{14} \\
&+\left(1+a_{0}+a_{0}^{2}+a_{0}^{4}+A_{8}\right) x_{0}^{16}+A_{9} x_{0}^{17}+y_{0}\left[a_{0}^{4} D_{16}+a_{0}^{4} x_{0}^{3}\right. \\
&+\left(a_{0}^{5}+a_{0}^{2} D_{16}\right) x_{0}^{4}+a_{0}^{2} x_{0}^{5}+\left(a_{0}^{2}+a_{0}^{3}+a_{0} D_{16}\right) x_{0}^{6} \\
&+\left(1+a_{0}+a_{0}^{2}+a_{0}^{3}+a_{0}^{6}+a_{0}^{8}+A_{8}\right) x_{0}^{7}+\left(a_{0}+a_{0}^{3}+a_{0}^{5}+A_{9}+D_{16}\right) x_{0}^{8} \\
&+\left(1+a_{0}+D_{16}\right) x_{0}^{9}+\left(1+a_{0}^{3}+a_{0}^{4}+D_{16}\right) x_{0}^{10}+\left(a_{0}+a_{0}^{4}\right) x_{0}^{11} \\
&\left.+\left(a_{0}+a_{0}^{2}+D_{16}\right) x_{0}^{12}+x_{0}^{13}+x_{0}^{14}+D_{16} x_{0}^{16}\right] .
\end{aligned}
$$

Thus, clearly, to get the minimal and the Teichmüller lifts, we need to choose $D_{16}=0$. This leaves us the choices of $A_{8}$ and $A_{9}$. Again, to get minimal degrees and the Teichmüller (since $d x_{3} / d x_{0}=0$ ), we choose $A_{9}=0$. So, we have

$$
x_{3}=a_{0}^{8}+a_{0} x_{0}^{6}+A_{8} x_{0}^{8}+x_{0}^{10}+x_{0}^{12}
$$

and

$$
\begin{aligned}
& y_{3}=a_{0}^{4}+ a_{0}^{5} \\
&+ a_{0}^{4} A_{8}+a_{0}^{5} x_{0}^{2}+\left(a_{0}^{2}+a_{0}^{6}+a_{0}^{8}+a_{0}^{10}+a_{0}^{2} A_{8}\right) x_{0}^{4}+a_{0}^{4} x_{0}^{5} \\
&+\left(a_{0}+a_{0}^{5}+a_{0}^{7}+a_{0}^{9}+a_{0} A_{8}\right) x_{0}^{6}+\left(a_{0}^{2}+a_{0}^{3}+a_{0}^{4}\right) x_{0}^{7} \\
&+\left(a_{0}+a_{0}^{2}+a_{0}^{3}+a_{0}^{4}+a_{0}^{6}\right) x_{0}^{8}+\left(1+a_{0}^{6}+a_{0}^{8}+A_{8}\right) x_{0}^{9} \\
& \quad+\left(1+a_{0}^{6}+a_{0}^{8}+A_{8}\right) x_{0}^{10}+\left(1+a_{0}^{2}+a_{0}^{3}\right) x_{0}^{11} \\
&+\left(1+a_{0}+a_{0}^{3}+a_{0}^{8}+A_{8}\right) x_{0}^{12}+\left(1+a_{0}^{2}+a_{0}^{4}\right) x_{0}^{13} \\
&+\left(1+a_{0}+a_{0}^{2}+a_{0}^{4}\right) x_{0}^{14}+\left(1+a_{0}+a_{0}^{2}+a_{0}^{4}+A_{8}\right) x_{0}^{16} \\
& \quad+y_{0}\left[a_{0}^{4} x_{0}^{3}+a_{0}^{5} x_{0}^{4}+a_{0}^{2} x_{0}^{5}+\left(a_{0}^{2}+a_{0}^{3}\right) x_{0}^{6}\right. \\
&+\left(1+a_{0}+\right.\left.a_{0}^{2}+a_{0}^{3}+a_{0}^{6}+a_{0}^{8}+A_{8}\right) x_{0}^{7}+\left(a_{0}+a_{0}^{3}+a_{0}^{5}\right) x_{0}^{8}+\left(1+a_{0}\right) x_{0}^{9} \\
&\left.+\left(1+a_{0}^{3}\right) x_{0}^{10}+\left(a_{0}+a_{0}^{4}\right) x_{0}^{11}+\left(a_{0}+a_{0}^{2}\right) x_{0}^{12}+x_{0}^{13}+x_{0}^{14}\right] .
\end{aligned}
$$

The choice of $A_{8}=1+a_{0}+a_{0}^{2}+a_{0}^{3}+a_{0}^{6}+a_{0}^{8}$, clearly gives us the smaller degrees, but in fact, it does not gives us the canonical lift. One can check that by looking at $\boldsymbol{x} / \boldsymbol{y}$. The fourth coordinate of $\boldsymbol{x} / \boldsymbol{y}$ is given by,

$$
\begin{aligned}
\frac{x_{3}}{y_{0}^{8}}+ & \frac{x_{0}^{2} x_{1}^{3} y_{1}}{y_{0}^{10}}+\frac{x_{0}^{2} x_{1} x_{2} y_{1}}{y_{0}^{10}}+\frac{x_{0}^{4} x_{2} y_{1}^{2}}{y_{0}^{12}}+\frac{x_{1}^{2} x_{2} y_{1}^{2}}{y_{0}^{12}}+\frac{x_{0}^{2} x_{1}^{3} y_{1}^{3}}{y_{0}^{14}} \\
& +\frac{x_{0}^{8} y_{1}^{4}}{y_{0}^{16}}+\frac{x_{0}^{4} x_{1}^{2} y_{1}^{4}}{y_{0}^{16}}+\frac{x_{1}^{4} y_{1}^{4}}{y_{0}^{16}}+\frac{x_{0}^{4} x_{2} y_{1}^{4}}{y_{0}^{16}}+\frac{x_{2}^{2} y_{1}^{4}}{y_{0}^{16}}+\frac{x_{0}^{6} x_{1} y_{1}^{5}}{y_{0}^{18}}+\frac{x_{0}^{8} y_{1}^{6}}{y_{0}^{20}} \\
& +\frac{x_{0}^{4} x_{1}^{2} y_{1}^{6}}{y_{0}^{20}}+\frac{x_{1}^{4} y_{1}^{8}}{y_{0}^{24}}+\frac{x_{0}^{8} y_{1}^{12}}{y_{0}^{32}}+\frac{x_{0}^{4} x_{2} y_{2}}{y_{0}^{12}}+\frac{x_{0}^{6} x_{1} y_{1} y_{2}}{y_{0}^{14}}+\frac{x_{0}^{8} y_{1}^{2} y_{2}}{y_{0}^{16}} \\
& +\frac{x_{0}^{4} x_{1}^{2} y_{1}^{2} y_{2}}{y_{0}^{16}}+\frac{x_{0}^{8} y_{1}^{4} y_{2}}{y_{0}^{20}}+\frac{x_{0}^{8} y_{2}^{2}}{y_{0}^{16}}+\frac{x_{1}^{4} y_{2}^{2}}{y_{0}^{16}}+\frac{x_{0}^{8} y_{3}}{y_{0}^{16}}
\end{aligned}
$$

The part that has non-positive order at infinity and the part in $x_{3}$ and $y_{3}$ is

$$
\frac{x_{3}}{y_{0}^{8}}+\frac{x_{0}^{4} x_{2} y_{1}^{4}}{y_{0}^{16}}+\frac{x_{2}^{2} y_{1}^{4}}{y_{0}^{16}}+\frac{x_{0}^{8} y_{1}^{12}}{y_{0}^{32}}+\frac{x_{0}^{8} y_{3}}{y_{0}^{16}} .
$$

Using the expressions of $x_{1}, y_{1}, x_{2}, y_{2}$, we get that

$$
\frac{x_{0}^{4} x_{2} y_{1}^{4}}{y_{0}^{16}}+\frac{x_{2}^{2} y_{1}^{4}}{y_{0}^{16}}+\frac{x_{0}^{8} y_{1}^{12}}{y_{0}^{32}}
$$

has actually positive order at infinity, and since $x_{3} / y_{0}^{8}$ has order 0 (for any choice of $A_{8}$ ), we have that the Teichmüller lift had $\operatorname{deg} y_{3}=32$, and $A_{8}=$ $a_{0}+a_{0}^{2}+a_{0}^{4}$. In this case, we have a lift

$$
\nu=\left(\left(x_{0}, x_{1}, x_{2}, \tilde{x}_{3}\right),\left(y_{0}, y_{1}, y_{2}, \tilde{y}_{3}\right)\right),
$$

with $\operatorname{deg} \tilde{x}_{3}=\operatorname{deg} x_{3}$ and $\operatorname{deg} \tilde{y}_{3}<\operatorname{deg} y_{3}$.
On the other hand if we use $\tilde{x}_{2}$ and $\tilde{y}_{2}$ as before, we can get a lift

$$
\tilde{\nu}=\left(\left(x_{0}, x_{1}, \tilde{x}_{2}, \tilde{\tilde{x}}_{3}\right),\left(y_{0}, y_{1}, \tilde{y}_{2}, \tilde{\tilde{y}}_{3}\right)\right)
$$

with

$$
\tilde{\tilde{x}}_{3}=a_{0}^{8}+a_{0}^{6} x_{0}^{6}
$$

and

$$
\begin{aligned}
& \tilde{\tilde{y}}_{3}=a_{0}^{4}+ a_{0}^{6}+\left(a_{0}^{3}+a_{0}^{6}+a_{0}^{7}\right) x_{0}^{2}+\left(a_{0}^{3}+a_{0}^{4}+a_{0}^{5}+a_{0}^{8}+a_{0}^{10}\right) x_{0}^{4} \\
&+\left(a_{0}^{2}+a_{0}^{6}\right) x_{0}^{5}+\left(a_{0}+a_{0}^{2}+a_{0}^{3}+a_{0}^{4}+a_{0}^{5}+a_{0}^{6}+a_{0}^{7}+a_{0}^{9}\right) x_{0}^{6} \\
&+\left(a_{0}^{2}+a_{0}^{3}\right) x_{0}^{7}+\left(a_{0}^{2}+a_{0}^{6}\right) x_{0}^{8}+\left(1+a_{0}+a_{0}^{6}+a_{0}^{8}\right) x_{0}^{9} \\
&+\left(a_{0}+a_{0}^{2}+a_{0}^{3}+a_{0}^{5}+a_{0}^{6}+a_{0}^{8}\right) x_{0}^{10}+\left(a_{0}+a_{0}^{2}+a_{0}^{3}\right) x_{0}^{11} \\
&+\left(1+a_{0}+a_{0}^{3}+a_{0}^{8}\right) x_{0}^{12}+\left(1+a_{0}\right) x_{0}^{13}+\left(a_{0}^{2}+a_{0}^{4}\right) x_{0}^{16} \\
& \quad+\left(1+a_{0}\right) x_{0}^{18}+x_{0}^{19}+x_{0}^{21}+x_{0}^{22}+x_{0}^{24} \\
& \quad \quad y_{0}\left[\left(a_{0}^{2}+a_{0}^{6}\right) x_{0}^{3}+a_{0}^{5} x_{0}^{4}+\left(a_{0}^{2}+a_{0}^{4}\right) x_{0}^{5}+a_{0}^{2} x_{0}^{6}\right. \\
& \quad+\left(1+a_{0}^{3}+a_{0}^{6}+a_{0}^{8}\right) x_{0}^{7}+\left(a_{0}+a_{0}^{3}+a_{0}^{5}\right) x_{0}^{8}+a_{0} x_{0}^{9} \\
&+\left(1+a_{0}^{3}+\right.\left.\left.a_{0}^{4}\right) x_{0}^{10}+\left(a_{0}+a_{0}^{2}\right) x_{0}^{11}+\left(1+a_{0}^{2}\right) x_{0}^{12}+a_{0} x_{0}^{14}+x_{0}^{16}+x_{0}^{17}+x_{0}^{19}\right]
\end{aligned}
$$

And so, $\operatorname{deg} \tilde{\tilde{x}}_{3}=12$ and $\operatorname{deg} \tilde{\tilde{y}}_{3}=48$.

### 3.5 Characteristic 3

In characteristic 3, an ordinary elliptic curve over an algebraic closed field (or over a finite extension of our original base field $k$ ) can be put in the form:

$$
y_{0}^{2}=x_{0}^{3}+x_{0}^{2}+a_{0},
$$

(and then, we have the Hasse invariant $A=1$ ) and we consider the canonical lifting having the same form:

$$
\boldsymbol{y}^{2}=\boldsymbol{x}^{3}+\boldsymbol{x}^{2}+\boldsymbol{a} .
$$

We notice that the formulas for the derivatives of $x_{1}$ and $x_{2}$ remain the same as for characteristic $p \geq 5$ we used before. An analogous analysis to the one done to prove theorem 2.13 tells us, though, that $\operatorname{deg} x_{2}=3 p^{2}-1$, and in fact, we can use the modified algorithm described to produce a lifting modulo $3^{3}$. What we obtain is:

$$
a_{1}=0, \quad a_{2}=a_{0}^{9}+a_{0}^{12},
$$

and

$$
\begin{aligned}
x_{1}= & 2 a_{0}^{2}+a_{0} x_{0}+\left(1+2 a_{0}\right) x_{0}^{3}+x_{0}^{4} \\
y_{1}= & x_{0}^{2} y_{0} \\
x_{2}= & 2 a_{0}^{5}+2 a_{0}^{9}+\left(a_{0}^{4}+2 a_{0}^{5}\right) x_{0}+a_{0}^{4} x_{0}^{2}+\left(a_{0}^{3}+a_{0}^{4}+a_{0}^{5}+2 a_{0}^{6}\right) x_{0}^{3}+2 a_{0}^{2} x_{0}^{5} \\
& +\left(2 a_{0}^{2}+a_{0}^{3}+a_{0}^{4}\right) x_{0}^{6}+a_{0}^{2} x_{0}^{7}+a_{0} x_{0}^{8}+\left(2 a_{0}+a_{0}^{2}+a_{0}^{3}\right) x_{0}^{9}+2 a_{0}^{2} x_{0}^{10} \\
& +\left(2+a_{0}\right) x_{0}^{11}+\left(2 a_{0}+2 a_{0}^{3}\right) x_{0}^{12}+x_{0}^{13} \\
y_{2}= & y_{0}\left[2 a_{0}^{4}+a_{0}^{7}+a_{0}^{6} x_{0}^{2}+\left(2 a_{0}^{4}+a_{0}^{6}\right) x_{0}^{3}+2 a_{0}^{2} x_{0}^{4}+\left(a_{0}^{2}+2 a_{0}^{3}\right) x_{0}^{5}\right. \\
& +\left(2 a_{0}^{2}+2 a_{0}^{3}+a_{0}^{4}\right) x_{0}^{6}+a_{0} x_{0}^{7}+\left(a_{0}+a_{0}^{3}\right) x_{0}^{8}+\left(2 a_{0}+a_{0}^{3}+a_{0}^{4}\right) x_{0}^{9} \\
& \left.+2 x_{0}^{10}+\left(2+a_{0}^{3}\right) x_{0}^{11}+\left(1+2 a_{0}+a_{0}^{3}\right) x_{0}^{12}+2 x_{0}^{14}+2 x_{0}^{15}\right]
\end{aligned}
$$

So, for $p=3$, the Teichmüller lift is also the absolute minimal degree lift.

If we look modulo $3^{4}$, though, we have that $\operatorname{deg} x_{3}=108$, with leading coefficient 2. So, in this case, proposition 3.4 tells us that we have a lift with $\operatorname{deg} \tilde{x}_{3} \leq 82$. We can try to look at such lift to see if similar properties happen to this minimal lift as it happened to minimal lifts modulo $p^{3}$ for $p \geq 5$, e.g. is $d \tilde{x}_{3} / d x_{0}=d x_{3} / d x_{0}$ ? What is its degree?

To compute the Teichmüller in this case, it would be useful to know again the derivative. We wrote a program in Magma to help us, and some numerical evidence allows us to conjecture:

Conjecture 3.14. For $p \neq 2$ and $n \geq 1$, we have that the reduction modulo $p$ of $\mathcal{F}^{n}(d \boldsymbol{x} / \boldsymbol{y})$ is given by

$$
\frac{1}{y_{0}^{p^{n}}} \sum_{i=0}^{n} x_{i}^{\left(p^{n-i}-1\right)} d x_{i}
$$

which implies that

$$
\frac{d x_{n}}{d x_{0}}=A^{-\left(p^{n}-1\right) /(p-1)} y_{0}^{p^{n}-1}-x_{0}^{p^{n}-1}-\sum_{i=1}^{n-1} x_{i}^{\left(p^{n-i}-1\right)} \frac{d x_{i}}{d x_{0}} .
$$

Voloch was the first to "guess" the formula above, and we did some calculations to confirm it in some cases. We checked it to be true for: $p=3$ and $n \leq 6, p=5,7,11,13$ and $n \leq 4, p=17$ and $n \leq 3$.

The main difficulty of proving this conjecture is maybe dealing with Buium's polynomials $P_{i}$ 's (as in lemma 3.12 - or check lemma 2.6 in [1]). Even with Magma running on fast computers, the computations of such polynomials take very long for large $p$ 's or large $i$ 's, and there does not seem to be a straightforward way to deal with them theoretically to work out a proof.

We now proceed to compute $x_{3}$. Since we know its derivative (the conjecture was verified for $p=3$ and $n=3$ ), we follow the same idea of the algorithm described in section 2.6, leaving the coefficients of $x_{3}$ that cannot be obtained by the derivative as indeterminates. We can then compute the canonical lift and the elliptic Teichmüller map. The expressions are too long
to be put in here, but as an example, taking $a_{0}=1$, we would have:

$$
\begin{aligned}
a_{3}= & 1 \\
x_{3}= & 2+2 x_{0}^{3}+x_{0}^{4}+2 x_{0}^{6}+x_{0}^{7}+x_{0}^{8}+2 x_{0}^{9}+x_{0}^{10}+x_{0}^{11}+2 x_{0}^{12}+2 x_{0}^{16} \\
& +2 x_{0}^{17}+2 x_{0}^{18}+2 x_{0}^{20}+x_{0}^{25}+2 x_{0}^{27}+2 x_{0}^{28}+2 x_{0}^{29}+x_{0}^{30}+x_{0}^{32} \\
& +2 x_{0}^{34}+x_{0}^{35}+2 x_{0}^{36}+x_{0}^{37}+2 x_{0}^{38}+x_{0}^{40}+x_{0}^{45}+2 x_{0}^{54} \\
y_{3}= & y_{0}\left[2+2 x_{0}^{3}+2 x_{0}^{4}+2 x_{0}^{6}+x_{0}^{7}+x_{0}^{9}+2 x_{0}^{10}+x_{0}^{12}+x_{0}^{13}+2 x_{0}^{15}\right. \\
& +2 x_{0}^{17}+2 x_{0}^{18}+2 x_{0}^{19}+x_{0}^{20}+x_{0}^{21}+x_{0}^{22}+2 x_{0}^{23}+x_{0}^{27}+2 x_{0}^{28} \\
& +2 x_{0}^{29}+x_{0}^{30}+2 x_{0}^{31}+2 x_{0}^{34}+2 x_{0}^{35}+x_{0}^{36}+2 x_{0}^{37}+2 x_{0}^{38}+2 x_{0}^{39} \\
& +x_{0}^{43}+2 x_{0}^{44}+2 x_{0}^{48}+2 x_{0}^{50}+x_{0}^{53}+x_{0}^{54}+2 x_{0}^{60}+2 x_{0}^{62}+x_{0}^{63} \\
& \left.+2 x_{0}^{65}+2 x_{0}^{66}\right]
\end{aligned}
$$

In the generic case, we get always the same curve, having

$$
a_{3}=2 a_{0}^{27}+2 a_{0}^{33}+a_{0}^{36}+2 a_{0}^{45} .
$$

The general formula can be found in the web address cited in chapter 2. To find the minimal degree lift to the canonical lift, we proceed in an analogous way as in theorem 3.6, we make the division of polynomials

$$
x_{3}=f\left(x_{0}\right)^{14} q\left(x_{0}\right)+\tilde{x}_{3}, \quad\left(f\left(x_{0}\right)=x_{0}^{3}+x_{0}^{2}+a_{0}\right)
$$

and define

$$
\tilde{y}_{3}=y_{3}-\frac{y_{0}}{2}\left[f^{\prime}\left(x_{0}\right)^{27} q\left(x_{0}\right)\right] .
$$

Again, (in the general case) we get that $\operatorname{deg} \tilde{x}_{3}=80$, not 82 as it could be. For $a_{0}=1$ again, we would have:

$$
\begin{aligned}
\tilde{x}_{3}= & 1+2 x_{0}^{3}+x_{0}^{4}+2 x_{0}^{6}+x_{0}^{7}+x_{0}^{8}+2 x_{0}^{9}+x_{0}^{10}+x_{0}^{11}+2 x_{0}^{12}+2 x_{0}^{16}+2 x_{0}^{17} \\
& +x_{0}^{18}+2 x_{0}^{20}+x_{0}^{25}+x_{0}^{27}+2 x_{0}^{28}+2 x_{0}^{29}+x_{0}^{30}+x_{0}^{32}+2 x_{0}^{34}+x_{0}^{35}+x_{0}^{37} \\
& +2 x_{0}^{38}+x_{0}^{40} \\
\tilde{y}_{3}= & y_{0}\left[2+2 x_{0}^{3}+2 x_{0}^{4}+2 x_{0}^{6}+x_{0}^{7}+x_{0}^{9}+2 x_{0}^{10}+x_{0}^{12}+x_{0}^{13}+2 x_{0}^{15}+2 x_{0}^{17}\right. \\
& +2 x_{0}^{18}+2 x_{0}^{19}+x_{0}^{20}+x_{0}^{21}+x_{0}^{22}+2 x_{0}^{23}+2 x_{0}^{27}+2 x_{0}^{28}+2 x_{0}^{30}+2 x_{0}^{31} \\
& +x_{0}^{33}+2 x_{0}^{34}+2 x_{0}^{37}+x_{0}^{43}+2 x_{0}^{44}+2 x_{0}^{48}+2 x_{0}^{50}+x_{0}^{53}+x_{0}^{54}+2 x_{0}^{60} \\
& \left.+2 x_{0}^{62}+x_{0}^{63}+2 x_{0}^{65}+2 x_{0}^{66}\right]
\end{aligned}
$$

(Again, one can see the general formula at the web address.)
We also observe that $x_{3}$ and $\tilde{x}_{3}$ have the same derivative (even in the generic case), and many of the properties observed in section 3.3 for $\tilde{x}_{2}$ will hold here for $\tilde{x}_{3}$ in a very similar way: the Frobenius will also lift and $\tilde{x}_{3}$ will give us the absolute minimal lift, and thus the minimal degree occurs for the canonical lift, and lifting to every other curve will give a map $\tilde{\tilde{x}}_{3}$ with degree larger or equal to 82 . For the first claim, just observe that $x_{3}-\tilde{x}_{3}$ and $y_{3}-\tilde{y}_{3}$ are 3-powers. The second claim follows from analyzing the part of $\boldsymbol{x} / \boldsymbol{y}$ that can be singular, namely

$$
\frac{x_{3}}{y_{0}^{27}}+\frac{2 x_{1}^{9} y_{2}^{3}}{y_{0}^{54}}+\frac{2 x_{0}^{27} y_{3}}{y_{0}^{54}}
$$

Rewriting

$$
y_{3}=\frac{1}{y_{0}^{27}}\left[y_{1}^{9} y_{2}^{3}+2 x_{0}^{27} x_{3}+\ldots\right]
$$

we get an expression for the terms of higher power in $x_{0}$ of $x_{3}$ that makes it the one from Teichmüller, and if $\operatorname{deg} \tilde{\tilde{x}}_{3} \leq 80$, we can add this terms and modify $\tilde{\tilde{y}}_{3}$ to get the Teichmüller (again, as in section 3.3), which forces the curve to be the canonical lift and the degree to be 80 .

## Chapter 4

## Hyperelliptic Curves

### 4.1 Minimal Degrees

Again, let $k$ be a perfect field of characteristic $p \neq 2$, and consider the (nonsingular) hyperelliptic curve given by

$$
C / k: y_{0}^{2}=f\left(x_{0}\right)
$$

with $\operatorname{deg}_{x_{0}} f=d \geq 3$. Let $\epsilon$ be the number of points at infinity of $C$, and let $U$ denote the affine part of $C$.

Theorem 4.1. Suppose that we have a curve

$$
\boldsymbol{C} / W_{n+1}(k): \quad \boldsymbol{y}^{2}=\boldsymbol{f}(\boldsymbol{x})
$$

with reduction $C$ modulo $p$ such that there is a lift of the Frobenius to the affine part of $\boldsymbol{C}$. Assume that the first part of conjecture 3.14 holds at least for $n$ and $p$, and that the lift of $U$ to the affine part of $\boldsymbol{C}$ associated to the Frobenius is given by

$$
\nu=\left(\left(x_{0}, x_{1}, \ldots, x_{n}\right),\left(y_{0}, y_{1}, \ldots, y_{n}\right)\right)
$$

where $x_{i}$ 's are polynomials in $x_{0}$ and with $\operatorname{deg} x_{i}=d\left(p^{i}-1\right)+2$ and $\operatorname{deg} y_{i} \leq$ $[i(d-2)+d] p^{i}-i(d-2) p^{i-1}$, for $i=0, \ldots,(n-1)$. Then, $\operatorname{deg} x_{n} \geq d\left(p^{n}-1\right)+2$.

If we have the equality for $\operatorname{deg} x_{n}$, we must have

$$
\frac{d x_{n}}{d x_{0}}=\lambda f\left(x_{0}\right)^{\left(p^{n}-1\right) / 2}-\sum_{i=0}^{n-1} x_{i}^{p^{n-i}-1} \frac{d x_{i}}{d x_{0}},
$$

for some $\lambda \in k$.

Proof. First, we observe that the first part of conjecture 3.14 depends only on the existence of the lift of the Frobenius and on Buium's polynomials $P_{i}$, for $i \leq n$.

Let $\phi$ denote the Frobenius map and its lift to $\boldsymbol{C}$, and let $\boldsymbol{U}$ denote the affine part of $\boldsymbol{C}$. Then, the conjecture states that the reduction modulo $p$ of $\mathcal{F}^{n}(d \boldsymbol{x} / \boldsymbol{y})$ is given by

$$
\omega \stackrel{\text { def }}{=} \frac{1}{y_{0}^{p^{n}}}\left[\sum_{i=0}^{n} x_{i}^{\left(p^{n-i}-1\right)} \frac{d x_{i}}{d x_{0}}\right] d x_{0} .
$$

Let $P$ be a point at infinity of $C$. We have

$$
\operatorname{ord}_{P}(\omega)=p^{n} \frac{d}{\epsilon}-\left(\frac{2}{\epsilon}+1\right)+\operatorname{ord}_{P}\left(\sum_{i=0}^{n} x_{i}^{\left(p^{n-i}-1\right)} \frac{d x_{i}}{d x_{0}}\right) .
$$

To simplify the notation, we will denote the last summand above $\alpha$. Also, let $\beta$ denote the number of zeros, counted with multiplicity, of $\omega$ in $U$. Since $d \boldsymbol{x} / \boldsymbol{y}$ is regular on $\boldsymbol{U}, \omega$ must be regular on $U$. Then, by the Riemman-Roch theorem, we have

$$
\epsilon \alpha+d p^{n}-(2+\epsilon)+\beta=2 \frac{d-\epsilon}{2}-2=d-(\epsilon+2)
$$

Hence,

$$
\alpha \leq-\frac{d\left(p^{n}-1\right)}{\epsilon} .
$$

By hypothesis, we have

$$
\begin{aligned}
\operatorname{ord}_{P}\left(x_{i}^{p^{n-i}-1} \frac{d x_{i}}{d x_{0}}\right) & =-\left[\left(p^{n-i}-1\right) \frac{d\left(p^{i}-1\right)+2}{\epsilon}+\frac{d\left(p^{i}-1\right)+2}{\epsilon}-\frac{2}{\epsilon}\right] \\
& =-\left[\frac{d p^{n}-(d-2) p^{n-i}+2}{\epsilon}\right]>-\frac{d\left(p^{n}-1\right)}{\epsilon},
\end{aligned}
$$

for $i=1, \ldots,(n-1)$. Therefore

$$
\operatorname{ord}_{P}\left(\frac{d x_{n}}{d x_{0}}\right) \leq-\frac{d\left(p^{n}-1\right)}{\epsilon}
$$

what implies that $\operatorname{deg} x_{n} \geq d\left(p^{n}-1\right)+2$.
We have the equality if, and only if, $\beta=0$. But then, $\operatorname{ord}_{P}(\omega)=$ $d / \epsilon-(2 / \epsilon+1)=\operatorname{ord}_{P}\left(d x_{0} / y_{0}\right)$. So, if we write $\omega=g d x_{0} / y_{0}$, for some $g$ in the function field of $C, g$ has no zeros or poles at infinity. Since $\omega$ and $d x_{0} / y_{0}$ have no poles in $U, g$ has no poles at all, and thus $\lambda \stackrel{\text { def }}{=} g \in k$. Thus, we have

$$
\omega=\frac{1}{y_{0}^{p^{n}}}\left[\sum_{i=0}^{n} x_{i}^{\left(p^{n-i}-1\right)} \frac{d x_{i}}{d x_{0}}\right] d x_{0}=\lambda \frac{d x_{0}}{y_{0}},
$$

what implies the formula for the derivative.

The proof of the above theorem, for $p=3, d=6$ and $n=1$, that could be easily generalized, was shown to the author by Felipe Voloch.

We observe that curves of genus $g>1$ do not have a lift of the Frobenius (see [5]), so the restriction to affine parts is necessary if $g>1$. On the other hand, Mochizuki showed in [4] that there is a lifting of the Frobenius in some open subset of an ordinary curve of genus $g$ defined by taking off some $(g-1)(p-1)$ points from the curve. This was what motivated Voloch to prove
the above theorem for $p=3, d=6$ and $n=1$ : in this case, the curve has genus 2 and is necessarily hyperelliptic, and we have two points to be taken off, that maybe can be put at infinity.

We also note that, although the hypothesis of the theorem seem very strong, it is still gives us some nice results. Besides the case of Mochizuki lift just mentioned, we have:

Corollary 4.2. Let $\nu$ be a lift from the affine part of $C$ to the affine part of $\boldsymbol{C} / W_{2}(k)$. Then, $\operatorname{deg} x_{1} \geq d(p-1)+2$, and if we have the equality, we must have that the coefficient of $x_{0}^{p-1}$ in $f\left(x_{0}\right)^{(p-1) / 2}$, say $A$, is non zero and

$$
\frac{d x_{1}}{d x_{0}}=A^{-1} f\left(x_{0}\right)^{(p-1) / 2}-x_{0}^{p-1}
$$

Proof. Remember that having a lift modulo $p^{2}$ of $U$ gives a lift of the Frobenius modulo $p^{2}$, and we can assume that $x_{1}$ is a polynomial in $x_{0}$ and $y_{1}$ is $y_{0}$ times a polynomial in $x_{0}$. Also, the conjecture 3.14 is true for $n=1$. Finally $\operatorname{deg} x_{0}=2$ and $\operatorname{deg} y_{0}=d$. So, we can apply the theorem 4.1 with $n=1$. The fact that $\lambda=A^{-1}$, comes from the fact that a derivative of a polynomial in characteristic $p$ cannot have a term in $x_{0}^{p-1}$.

The above corollary gives a better lower bound for the degree of $x_{1}$ than the one stated in [8], theorem IV.2, for the case of hyperelliptic curves, and it is a little more general, since that theorem just applies for $d$ odd. Also, it gives us a necessary condition to achieve the lower bound: in order for $A^{-1} f\left(x_{0}\right)^{(p-1) / 2}-x_{0}^{p-1}$ to be a derivative, $f\left(x_{0}\right)^{(p-1) / 2}$ cannot have a coefficient
of $x_{0}^{r p-1}$ different from zero, except for $r=1$, in which case such term is necessarily non zero.

The condition also seems to be sufficient: we tried several cases when the condition was satisfied and we were always able to find a lift with the minimal degree.

Also, another interesting corollary of theorem 4.1 is that for elliptic curves, if we proceed finding minimal lifts modulo higher powers of $p$ that give lifts of the Frobenius, then the derivatives of the $\tilde{x}_{n}$, by induction, would have to be the same as the derivative of $x_{n}$, and thus $\operatorname{deg} \tilde{x}_{n}=3 p^{n}-1$.

### 4.2 Mochizuki Lifts

We will now analyze in more detail the case of Mochizuki lifts. As mentioned before, for $p=3$ and $g=2$, we would have to take off two points of the curve to have a lift of the Frobenius. Every curve of genus 2 is hyperelliptic, and if those points to be taken off are invariant by the hyperelliptic involution, we can assume that those points are at infinity. So we will consider the curve

$$
C / k: y_{0}^{2}=f\left(x_{0}\right)
$$

where $k$ is a perfect field of characteristic 3 and $\operatorname{deg}_{x_{0}} f=6$. In order to have the minimal degree, we will assume there exists an $A \in k^{*}$ such that $A^{-1} f\left(x_{0}\right)-$ $x_{0}^{2}$ is a derivative, i.e., it does not have the terms in $x_{0}^{2}$ and $x_{0}^{5}$. Therefore, $A$ is the coefficient of $x_{0}^{2}$ in $f\left(x_{0}\right)$, and working in some finite extension of $k$, we may assume $A=1$. Also, the coefficient of $x_{0}^{5}$ has to be zero. So, we can assume that

$$
f\left(x_{0}\right)=x_{0}^{6}+\alpha_{0} x_{0}^{4}+\beta_{0} x_{0}^{3}+x_{0}^{2}+\gamma_{0} x_{0}+\delta_{0} .
$$

But, with the linear change of variables

$$
\left(x_{0}, y_{0}\right) \mapsto\left(x_{0}+\epsilon_{0}, y_{0}\right)
$$

with $\epsilon_{0}$ satisfying $2 \epsilon_{0}^{3}+\alpha_{0} \epsilon_{0}+\beta_{0}=0$ (again, maybe in some finite extension of $k$ ), allows us to consider $f$ given by

$$
f\left(x_{0}\right)=x_{0}^{6}+a_{0} x_{0}^{4}+x_{0}^{2}+b_{0} x_{0}+c_{0}
$$

In this context, such a curve is "ordinary" if $a_{0} \neq 0$.
Assuming that the lift will have minimal degrees and using the formula for the derivative of $x_{1}$ from corollary 4.2 , we can use the same algorithm described for elliptic curves in section 2.6 to compute the Mochizuki lift. We have a lift of the form

$$
\boldsymbol{C} / W_{2}(k): \boldsymbol{y}^{2}=\boldsymbol{x}^{6}+\boldsymbol{a} \boldsymbol{x}^{4}+\boldsymbol{x}^{2}+\boldsymbol{b} \boldsymbol{x}+\boldsymbol{c}
$$

with

$$
\begin{aligned}
& x_{1}=x_{0}^{7}+\frac{b_{0}}{a_{0}^{2}} x_{0}^{6}+2 a_{0} x_{0}^{5}+ \\
& \frac{a_{0}^{4} c_{0}^{2}+2 a_{0}^{4}+2 a_{0}^{3} b_{0}^{2}+2 a_{0}^{3} c_{0}+2 a_{0}^{2} b_{0}^{2} c_{0}+2 a_{0}^{2} c_{0}^{2}+a_{0}^{2}+b_{0}^{4}}{a_{0}^{2}} x_{0}^{3} \\
& \\
& +2 b_{0} x_{0}^{2}+c_{0} x_{0}+\frac{a_{0}^{4} b_{0}+2 a_{0}^{3} b_{0} c_{0}+a_{0}^{2} b_{0}+b_{0}}{a_{0}^{5}} \\
& F_{1}=\left(2 a_{0}^{3}+a_{0}\right) x_{0}^{4}+2 a_{0} b_{0} x_{0}^{3}+\left(2 a_{0}^{2}+1\right) x_{0}^{2}+\left(2 a_{0}^{2} b_{0}+b_{0}\right) x_{0}+2 a_{0}^{2} c_{0}+b_{0}^{2} \\
& a_{1}=2 a_{0}^{5} c_{0}^{2}+2 a_{0}^{5}+a_{0}^{4} b_{0}^{2}+a_{0}^{4} c_{0}+a_{0}^{3} b_{0}^{2} c_{0}+a_{0}^{3} c_{0}^{2}+2 a_{0}^{3}+a_{0}^{2} c_{0}+2 a_{0} b_{0}^{4}+a_{0}+2 b_{0}^{2}+c_{0} \\
& b_{1}=\left[2 a_{0}^{7} b_{0}^{3} c_{0}^{2}+2 a_{0}^{7} b_{0}^{3}+a_{0}^{6} b_{0}^{5}+a_{0}^{6} b_{0}^{3} c_{0}+a_{0}^{6} b_{0} c_{0}^{2}+a_{0}^{5} b_{0}^{5} c_{0}+a_{0}^{5} b_{0}^{3} c_{0}^{2}\right. \\
& \left.\quad+2 a_{0}^{5} b_{0}^{3}+a_{0}^{5} b_{0} c_{0}+a_{0}^{4} b_{0}+2 a_{0}^{3} b_{0}^{7}+2 a_{0}^{3} b_{0} c_{0}+a_{0}^{2} b_{0}+b_{0}\right] a_{0}^{-5}
\end{aligned}
$$

$$
c_{1}=\frac{a_{0}^{7} c_{0}^{3}+2 a_{0}^{5} b_{0}^{2} c_{0}^{2}+2 a_{0}^{4} b_{0}^{4}+a_{0}^{3} b_{0}^{4} c_{0}+2 a_{0}^{2} b_{0}^{4}+2 b_{0}^{4}}{a_{0}^{5}}
$$

(Remember that $y_{n}=y_{0} F_{n}$, with $F_{n}$ a polynomial in $x_{0}$.)
I also checked the case $a_{0}=0$ (when $C$ is not ordinary), where we have:

$$
\begin{gathered}
x_{1}=x_{0}^{7}+2 b_{0} x_{0}^{6}+\left(2 b_{0}^{4}+2 b_{0}^{2} c_{0}+2 c_{0}^{2}+1\right) x_{0}^{3}+2 b_{0} x_{0}^{2}+c_{0} x_{0} \\
F_{1}=x_{0}^{2}+b_{0} x_{0}+b_{0}^{2} \\
a_{1}=2 b_{0}^{2}+c_{0} \\
b_{1}=b_{0}^{7}+b_{0}^{5} c_{0}+b_{0}^{3} c_{0}^{2}+2 b_{0}^{3}+b_{0} c_{0} \\
c_{1}=2 b_{0}^{2} c_{0}^{2}
\end{gathered}
$$

If the curve with $a_{0} \neq 0$ indeed corresponds to the Mochizuki lift, we should be able to also lift the Frobenius modulo $3^{3}$. To compute the lift, say

$$
\nu=\left(\left(x_{0}, x_{1}, x_{2}\right),\left(y_{0}, y_{1}, y_{2}\right)\right)
$$

that will give the lift of the Frobenius, we use proposition 3.9. We then have that

$$
\frac{d x_{2}}{d x_{0}}=y_{0}^{8}-x_{0}^{8}-x_{1}^{2}\left(y_{0}^{2}-x_{0}^{2}\right)
$$

Therefore, we have that $\operatorname{deg}_{x_{0}} x_{2} \geq 25$. We have done the calculations and found that the minimal lift having such derivative has in fact $\operatorname{deg}_{x_{0}} x_{2}=25$ if $a_{0} \neq 0$. Checking the minimal lifts for $a_{0}=0$, we found that if $b_{0} \neq 0$, then again $\operatorname{deg}_{x_{0}} x_{2}=25$. If $a_{0}=b_{0}=0$, then $\operatorname{deg}_{x_{0}} x_{2}=30$. But, we still need to guarantee the existence of the lift of the Frobenius. To check that, we construct polynomials $\boldsymbol{P}$ and $\boldsymbol{Q}$ in $W_{3}[\boldsymbol{x}]$ and $W_{3}[\boldsymbol{x}, \boldsymbol{y}]$ respectively, such that

$$
\phi(\boldsymbol{x}, \boldsymbol{y})=\left(\boldsymbol{x}^{p}+p \boldsymbol{x}_{1}+p^{2} \boldsymbol{P}, \boldsymbol{y}^{p}+p \boldsymbol{y}_{1}+p^{2} \boldsymbol{Q}\right) .
$$

is a lift of the Frobenius. We do that by following the idea behind the proof of proposition 3.8, more precisely formula (3.5) and its analogue for $\delta^{2} \boldsymbol{y}$. We need then, that $x_{2}-x_{0}^{p(p-1)} x_{1}$ minus the reduction modulo $p$ of $\left(\boldsymbol{x}_{1}^{\sigma}\left(\boldsymbol{x}^{p}\right)-\right.$ $\left.\boldsymbol{x}_{1}(\boldsymbol{x})^{p}\right) / p+\left(d \boldsymbol{x}_{1} / d \boldsymbol{x}\right)^{\sigma}\left(\boldsymbol{x}^{p}\right) \cdot \boldsymbol{x}_{1}$ is a $p$-power, which we get by our choice of the derivative of $x_{2}$, and also $y_{2}-y_{0}^{p(p-1)} y_{1}$ minus the reduction modulo $p$ of $\left(\boldsymbol{y}_{1}^{\sigma}\left(\boldsymbol{x}^{p}, \boldsymbol{y}^{p}\right)-\boldsymbol{x}_{1}(\boldsymbol{x}, \boldsymbol{y})^{p}\right) / p+\left(\partial \boldsymbol{y}_{1} / \partial \boldsymbol{x}\right)^{\sigma}\left(\boldsymbol{x}^{p}, \boldsymbol{y}^{p}\right) \cdot \boldsymbol{x}_{1}+\left(\partial \boldsymbol{y}_{1} / \partial \boldsymbol{y}\right)^{\sigma}\left(\boldsymbol{x}^{p}, \boldsymbol{y}^{p}\right) \cdot \boldsymbol{y}_{1}$ is a $p$-power. We actually checked both cases, i.e. $a_{0} \neq 0$ and $a_{0}=0$, and in both we could find a lift of the Frobenius. The formulas for $\boldsymbol{P}$ and $\boldsymbol{Q}$ when $a_{0} \neq 0$ are too long to be put in here, but if $a_{0}=0$, we have that $\boldsymbol{P}(\boldsymbol{x})^{3}$ and $\boldsymbol{Q}(\boldsymbol{x}, \boldsymbol{y})^{3}$ are lifts of

$$
\begin{aligned}
& \left(b_{0}^{6}+2 b_{0}^{2} c_{0}^{2}+b_{0}^{8} c_{0}^{3}+2 b_{0}^{6} c_{0}^{4}+b_{0}^{6} c_{0}^{6}+2 c_{0}^{9}\right) x_{0}^{3} \\
& \quad+\left(b_{0}^{3}+2 b_{0}^{7}+2 b_{0}^{11}+2 b_{0} c_{0}+2 b_{0}^{5} c_{0}+b_{0}^{9} c_{0}+2 b_{0}^{3} c_{0}^{2}+b_{0}^{5} c_{0}^{3}+2 b_{0}^{3} c_{0}^{4}\right) x_{0}^{6} \\
& \quad+\left(1+2 b_{0}^{8}+2 b_{0}^{16}+2 b_{0}^{24}+b_{0}^{6} c_{0}+2 b_{0}^{10} c_{0}+2 b_{0}^{14} c_{0}+b_{0}^{8} c_{0}^{2}+2 b_{0}^{12} c_{0}^{2}\right. \\
& +b_{0}^{2} c_{0}^{3}+b_{0}^{6} c_{0}^{3}+b_{0}^{10} c_{0}^{3}+2 b_{0}^{14} c_{0}^{3}+2 c_{0}^{4}+b_{0}^{4} c_{0}^{4}+b_{0}^{8} c_{0}^{4}+b_{0}^{12} c_{0}^{4}+2 b_{0}^{2} c_{0}^{5} \\
& \left.+b_{0}^{6} c_{0}^{5}+c_{0}^{6}+b_{0}^{12} c_{0}^{6}+2 b_{0}^{6} c_{0}^{9}+c_{0}^{12}\right) x_{0}^{9}+\left(2 b_{0}^{5}+2 b_{0}^{9}+b_{0}^{3} c_{0}+2 b_{0}^{3} c_{0}^{3}\right) x_{0}^{12} \\
& \quad+\left(b_{0}^{2}+2 b_{0}^{6}+2 c_{0}\right) x_{0}^{15}+\left(2 b_{0}^{7}+2 b_{0}^{15}+2 b_{0} c_{0}+2 b_{0}^{5} c_{0}\right. \\
& \left.\quad+2 b_{0}^{3} c_{0}^{2}+b_{0}^{3} c_{0}^{6}\right) x_{0}^{18}+\left(1+b_{0}^{8}+2 b_{0}^{6} c_{0}+b_{0}^{6} c_{0}^{3}+2 c_{0}^{6}\right) x_{0}^{21} \\
& \quad+\left(b_{0}^{5}+b_{0}^{9}+2 b_{0}^{3} c_{0}+2 b_{0}^{3} c_{0}^{3}\right) x_{0}^{24}+b_{0}^{3} x_{0}^{30}
\end{aligned}
$$

and

$$
\begin{aligned}
& y_{0}^{3}\left[2 b_{0}^{10}+b_{0}^{14}+b_{0}^{18}+2 b_{0}^{4} c_{0}+2 b_{0}^{8} c_{0}+2 b_{0}^{12} c_{0}+2 b_{0}^{6} c_{0}^{2}+c_{0}^{3}\right. \\
& \quad+b_{0}^{12} c_{0}^{3}+2 b_{0}^{6} c_{0}^{6}+2 c_{0}^{9}+\left(b_{0}^{7}+2 b_{0}^{15}+b_{0} c_{0}+b_{0}^{5} c_{0}+b_{0}^{3} c_{0}^{2}+2 b_{0}^{9} c_{0}^{3}\right. \\
& \left.\quad+2 b_{0}^{3} c_{0}^{6}\right) x_{0}^{3}+\left(1+2 b_{0}^{12}+2 b_{0}^{6} c_{0}^{3}+2 c_{0}^{6}\right) x_{0}^{6}+2 b_{0}^{9} x_{0}^{9} \\
& \quad+\left(2 b_{0}^{2}+c_{0}+c_{0}^{3}\right) x_{0}^{12}+2 b_{0}^{3} x_{0}^{15}+\left(2+2 b_{0}^{12}+2 b_{0}^{6} c_{0}^{3}+2 c_{0}^{6}\right) x_{0}^{18} \\
& \\
& \left.\quad+2 b_{0}^{3} x_{0}^{27}+x_{0}^{30}\right]
\end{aligned}
$$

respectively. The existence of this lift of the Frobenius leads us to believe that indeed what we just obtained is indeed the Mochizuki lift of $C$.
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